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Zusammenfassung  

Post-WIMP (post-ɈW indows, Icons, Menu, Pointerɉ) in teraktive Räume sind physische 

Umgebungen oder Räume für die kollaborative Arbeit, die mit Technologien des 

Ubiquitous Computing angereichert sind . Ihr Zweck ist es , eine computer -unterstütz te 

Kollaboration mehrerer Benutzer zu ermöglichen, die auf einer n ahtlosen Benutzung 

mehrere r Geräte und Bildschirme mittels  Ɋnatürliche rɈ post-WIMP Interaktion basiert.  

Diese Dissertation beantwortet die Forschungsfrage, wie Gestalter und Entwickler 

solcher Umgebungen dabei unterstützt werden können, gebrauchstaugliche interaktive 

Räume für mehrere Benutzer mit mehreren Geräten zu erschaffen, die eine  

kollaborative Wissensarbeit ermöglichen.  

Zu diesem Zweck werden zunächst Konzepte wie post -WIMP Interaktion, interaktive 

Räume und Wissensarbeit definiert. Die Arbeit formu liert dann das neue technologische 

Paradigma ZOIL  (Zoomable Object -Oriented Information Landscape) . Dieses ZOIL 

Paradigma  ist der Hauptbeitrag dieser Arbeit und besteht aus drei Komponenten:  

1.) Die sechs ZOIL Gestaltungsprinzipien , welche  die Art der Benu tzeri nteraktion mit  

ZOIL Benutzungsschnittstellen  definieren und Interaktionsdesigner mit Ɋgoldenen 

RegelnɈ unterstützen. 

2.) Das ZOIL Software Framework , das Entwickler während der Implementierung von 

post-WIMP interaktiven Räumen für die kollaborative Wissensarbeit unterstützt und die  

praktische Umsetzung der ZOIL Gestaltungsprinzipien  ermöglicht . 

3.) Die vier auf ZOIL basierenden Beispiel-Prototypen , die Gestaltern und Entwicklern 

gleichermaßen als Anschauungsobjekte dienen können.  

Jedes der sechs ZOIL Gestaltungsprinzipien  ist aus existierender Literatur hergeleitet. 

Dazu wurde Literatur aus den Disziplinen Mensch -Computer Interaktion, Ubiquitous 

Computing, Informationsvisualisierung, Computerunterstützte Gruppenarbeit, 

Kognitionswissenschaft, Persönliches Informationsmanagement und Software 

Engineering herangezogen . 

Die Formulie rung der Prinzipien wird durch eigene  Erkenntnisse  während der 

Erstellun g der ZOIL Beispiel -Prototypen  für versc hiedene Anwendungsdomänen (z.B.  e-

Science, kollaborative Suche, Produktd esign) und durch die Ergebnisse von eigenen 

Benutzerstudien empirisch validiert und erweitert.  

Das neue quelloffene ZOIL Software Framework  dien t dem Zweck der Implementierung 

von post -WIMP Inte raktiven Räumen entsprechend den  ZOIL Gestaltungsprinzipien . 

Dieses Software Framework wird anhand seiner Architektur und Design Patterns 

vorgestellt und mit Hinblick auf seine Gebrauchstauglichkeit und sei nen praktischen 

Nutzen für Entwickler im Rahmen einer API -Gebrauchstauglichkeits -Studie evaluiert.  
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Abstract  

Post-WIMP (post -ɈW indows, Icons, Menu, Pointerɉ) interactive spac es are phy sical 

environments or rooms for collaborative work that are augmented  with ubiquitous 

computing  technology. Their purpose is  to enable a computer -supported collaboration of  

multiple co-located users that is based on a seamless use of and Ɉnaturalɉ interaction 

with multiple  devices  and  displays . 

This thesis answers the resea rch question how the designer s and developers of such 

ubiquitous computing environments can be supported to create more usable multi -user 

and multi -device post -WIMP interactive spaces for co -located collaborative knowledge 

work.  

For this purpose, it first defines concepts such as post -WIMP interaction, interactive 

spaces, and knowledge work . Then  it  formulates the novel ZOIL  (Zoomable Object -

Oriented Information Landscape) technological paradigm. The ZOIL paradigm  is the 

main contribution of this thesis and consists of three components:  

1.) The six ZOIL design principles  that define ZOILɅs interaction style and provide Ɉgolden 

rulesɉ to support interaction designers. 

2.) The ZOIL software framework  that  support s developers during the implementation of 

post-WIMP interactive spaces for collaborative knowledge work  and enables the 

realization of ZOILɅs design principles in practice . 

3.) The four example prototypes  based on ZOIL that can serve as exemplars for designers  

and developers likewise.  

Each of the six ZOIL design principles  is derived from literature of disciplines  related to 

Human -Computer Interaction including Ubiquitous Computing, Information 

Visualization, Computer -supported Cooperative Work, Cognitive Scien ce, Personal 

Information Management, and Software Engineering . 

The formulation of the ZOIL design principles  is empirically  validated and extended 

based on the experiences  and the findings from own user studies during creating  and 

deploying the four ZOIL example prototypes  for different application domains (e.g., e -

Science, collaborative search, creative design) . 

The new open -source ZOIL software framework  serves the implement ation of  post-WIMP 

interactive spaces  that  follow the ZOIL design principles . Thi s software framework is 

described in its architecture and software design patterns and is evaluated in terms of its 

usability and practical value for developers in a n API usability evaluation  study . 
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1 Introduction  

Imagine a keynote address in the year 20 70 celebrating the 100
th

 anniversary of the 

microprocessor. The topic of this keynote  is the history of computing and the enormous  

impact  computing technology had on a ll societies around the world ɀ if not on  mankind 

itself. What do you believe will the speaker  consider as the most important  idea in the 

history of comput ing ? 

Without any doubt, computers would not exist without the mathematical, algorithmic , 

and architectural  foundations laid between the early 1 9
th

 century until the mid of the 

20
th

 century by mathematicians and engineers such as Charles Babbage, Ada Lovelace, 

Alan Turing, Konrad  Zuse, or John von Neumann (Goldstine 1972 ). However,  their 

achievements had the  strongest impact only after computers became  Ɉpersonal dynamic 

mediaɉ for communication and creative thought, a part of the Dynabook vision of  Alan 

Kay and his colleagues from Xerox PARC of the 1970s and 1980s  that initiated the era of 

personal desktop and laptop computers (Kay and Goldberg 1977 ). Others might argue 

that the golden age of comput ing  truly began only in the 1990s with Tim Berners -LeeɅs 

ɄWorld Wide Web Ʌ that made vast amounts of information and services accessible as 

Hypertext on billions of  networked devices . Yet, to achieve this, Berners -Lee needed a 

worldwide communication network called the ɄInternetɅ that was shaped by Vint Cerf, 

Bob Kahn , and Leona rd Kleinrock  in the 1970s (Leiner, Cerf, Clark et al. 1997 ). And  how 

usable would this World Wide Web have been without user interface pioneers of the 

1960s such as Ivan Sutherland or Douglas Engelbart  (Brad A Myers 1998 ), who in vented 

the graphical user interface and mouse interaction with Hypertext and thus paved the 

way for a adoption of computing technology among a broad user population and not 

only among scientists and engineer s? 

Of course  I do not claim that I know the Ɉcorrectɉ answer  to the question about the most 

important idea of computing history; neither do I claim that there is one. However, I 

believe that this thought experiment reveal s an important pattern in computing  history. 

Beginning with the 1950s, most computing pioneers began to share  a vision  that became 

tremendously influential and resulted in deep societal changes : If computers ɀ once 

room -sized technological curiosities helping to decrypt the enemyɅs secret 

communications or to calculate rocket trajectories  ɀ get powerful , connected, usable,  and 

ɈI believe the successor to the desktop is the room,  

that instead of thi nking that the computer is just  

something on the desk that you go and sit in front of,  

in the future basically the whole room is the computer  

and you go in it.ɉ  

Craig Mundie, Microsoft Chief Research  

 and Strategy Officer, 2011  
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small enough, they can become a ubiquitous personal tool on the desks and in the 

pockets of every  person on the planet. By giving computers an accessible and usable 

form, they can become a creative Ɉmetamediumɉ that enables animators, musicians, high 

school students, or even young children to edit or create documents, drawings, paintings, 

animation, and music (Kay and Goldberg 1977 ). Computers can become Ɉtools for 

thoughtɉ and, according to J. C. R. Licklider, a universal medium that, like literacy, could 

become the property of the entire culture and lead to a boost in human cultural 

capabilities (Rheingold 2000 ).  

Driven by th e societal and economic prospects  of a personal , mobile , and networked 

computing  for everyone , researchers and engineers achieved  an exponential growth in 

performance and network bandwidth while minimizing space  and energy consumption 

and increasing computer usability . One of the most striking results of this technological 

progress is that the number of computerized mobile -conn ected devices will exceed the 

number of people on earth by the end of 2012
1
. 

1.1 The Vision of Ubiquitous Computing  

In 1991 , Mark Weiser and his colleagues from Xerox PARC identified and interpolated 

this trajectory of comput ing history to envision the computer for the 21
st
 century. Instead 

of a single multi -purpose computer, they envisioned a  world of Ɉubiquitous computingɉ 

(Weiser 1991 ) with many new breeds of portable and stationary  devices . For example, 

WeiserɅs Ɉtabsɉ, Ɉpadsɉ, and Ɉboards ɉ fit seamlessly into our existing work practices  

because their form factors and user interfaces are inspired by familiar tools , e.g., by 

writing on whiteboards or notepads. Weiser argued that Ɉreal power (Ɏ) comes not from 

any of these devices ɀ it emerges from the interaction of all of themɉ (Weiser 1991 ). This 

illustrates  a global technological, societal , and economic change: The virtual world of bits 

and bytes leaves its traditional habitat of  research labs and office desks and becomes an 

integrated  part of our physical and social environment  to serve our information needs. 

 

Figure 1 ɀ The history of computing fro m the mainframe era of the past to the ubiquity era of the future. 

Source: (Harper, Rodden, Rogers et al. 2008 ). 

                                                        
1 Cisco Visual Networking Index: Global Mobile Data Traffic Forecast Update, 2011 -2016 
http://www.cisco.com/en/US/solutions/collateral/ns341/ns525/ns537/ns705/ns827/white_paper_c11 -520862.html  
(Accessed Jun 20, 2012). 

http://www.cisco.com/en/US/solutions/collateral/ns341/ns525/ns537/ns705/ns827/white_paper_c11-520862.html
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Thereby WeiserɅs goal for ubiquitous computing was to entirely rethink technology to 

really serve us and not the opposite . ɈMachines that fit the human environment instead of 

forcing humans to enter theirs will make using a computer as refreshing as taking a walk 

in the woodsɉ (Weiser 1991 ). In WeiserɅs vision, comput ing  becomes an invisible  tool in 

our natural environment and using it  involve s less strain and fewer Ɉmental gymnasticsɉ, 

so that we are freed to use it  without thinking and to focus beyond it  on new goals. It  

help s us to overcome the pro blem of information overload and poses no barrier to 

personal interactions, but bring s communities together .  

1.2 The Reality of Ubiquitous Computing  

While the  fascinating prospects of ubi quitous comp uting  have motivated generations of 

computer scientists , engineers , and designers  to advance the field, the present -day 

practice of ubi quitous computing ( ubicomp ) is still disillusioning, hardly usable  for 

novices,  and needs fundamental changes.  Even over 20 years after its formulation, the 

original Weiserian vision of computers that vanish into the background has not turned 

into reality. Nevertheless, computers are already  deeply woven into the fabric of ou r 

physical and social environment. Often they define the way we communicate and work 

instead that they enable us to communicate and work in the way we want.  

For  example, Bell and Dourish argue that  ubicomp is already here, although not in the 

form ubicomp researchers like Weiser originally envisaged  (Bell and Dourish 2006 ): 

Interacting with the ubicomp of the present is far less seamless and more heterogeneous 

than in the Weiserian vision. While r esearchers and technologists continue to conjure a 

vision of ubicomp for the proximate future , they treat present -day problems Ɉas 

implementation issues that are, essentially, someone elseɅs problem, to be cleaned up 

afterwards as part of the broad march of technologyɉ. Bell and Dourish suggest that 

dealing with the Ɉmessinessɉ of present -day ubicomp should become a central element o f 

ubicomp research instead of hoping for future standardization and consistency.  

Oulasvirta observed users ɄdoɅ the ubicomp. He characterizes present-day ubicomp as Ɉa 

multilayered agglomeration of connections and data, distributed physically and digitally , 

and operating under no recognizable guiding principlesɉ (Oulasvirta 2008 ). He regards 

Ɉachieving seamlessnessɉ and Ɉfluent multidevice workɉ as key challenges. ɈThe drifting 

apart of HCI research and real -worl d ubicomp is worrisome because improving the state of 

affairs is no t the duty of engineers alone.ɉ In 2007, Huuskonen gave similar reasons for 

predicting a Ɉubiquitous computing meltdownɉ in the next decade unless major 

shortcomings such as usability and interoperability of integrated systems are solved 

(Huuskonen 2007 ). More recently , Greenberg et al. described interconnecting, 

configuring , and debugging present -day digital ecologies  of interactive devices  as painful 

and time consuming (Greenberg, Marquardt, and Ballendat 2011 ): TodayɅs devices are still 

far from seamless and performi ng tasks among then is tedious,  for example navigating 

through network and local folders to find and exchange files . 
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The m otivation for this thesis arises from th is unsatisfying reality of present -day 

ubicomp.  My  goal for  this thesis is to contribute a small piece to the overall improvement 

of present -day ubicomp  by addressing a specific problem set:  

How can designers and developers of ubiquitous computing environments be 

supported to creat e more usable  multi -user and multi -device post-WIMP interactive 

spaces for co -located collaborative knowledge work ? 

In  the remainder of  th is chapter , I provide a mor e detailed description of this problem 

set and  its context  by introducing the necessary definitions . After this, I  formulate my  

research goal and  the  scope of this thesis in detail . 

1.3 Definition: Post-WIMP Interactive Spaces  

In his seminal publication, Mark Weiser envision ed a room  in which multiple users 

gather arou nd a large pen -operated Ɉlive boardɉ that serves as a digital equivalent to 

chalkboards or whiteboards (Weiser 1991 ). This board is integrated with other digital 

devices in the room , e.g., small active badges worn by the users , pen-operated portable 

tablets , or desktop devices for accessin g and editing digital content  (Figure 2, left ). 

This vision of augmenting a physical room with computer technology to enable co -

located  groups of users to collaborate became a driving force in the field of ubiquitous 

computing and HCI  research . For example , the vision of the i -LAND environment of 

Streitz et al. with Ɉroomwareɉ devices such as an interactive electronic wall with  chairs 

(ɄDynaWallɅ and ɄCommChairsɅ, Figure 2, right ) (Streitz, Geißler, Holmer et al. 1999 ; 

Streitz, Tandler, Müller -Tomfelde et al. 2001 ) or an interactive table (ɄConnecTableɅ) 

(Tandler , Prante, Müller -Tomfelde et al. 2001 ) has inspired the work of many ubicomp 

researchers.  

  

Figure 2 ɀ The vision of a c omputer -augmented room of Mark Weiser (left). Source: (Weiser 1991 ). 

DynaWall and CommChairs in i -LAND (right). Source: (Streitz, Tandler, Müller -Tomfelde et al. 2001 ). 

A further famous example is the iRoom project at Stanford University that combined a 

four -projector tiled display with an interactive table to investigate human interaction 
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with large high -resolution displays ( Figure 3, left) and then began to design and use 

rooms ( Figure 3, right) containing one or more large displays that had the ability to 

integrate portable devices (Johanson, Fox, and Winograd 2002 ). The iRoom is the source 

of a broad range of ubicomp interaction techniques, software architectures, and one of 

the rare examples of a ubicomp system that was in everyday use over several years
2
. 

  

Figure 3 ɀ Examples of different usage scenarios of Stanfords iRoom.  

Sources: (Johanson, Hutchins, Winograd et al. 2002 ; Shih, Crone, Fox et al . 2004). 

 

Figure 4 ɀ The ɄFuture Meeting Room Ʌ or ICE (Interactive Collaborative Environment).  

Source: (Benyon and Mival 2012 ). 

Since iRoom and i -LAND, new technologies and devices have resulted in an ongoing 

interest of researchers in computer -augmented physical rooms as collaborative 

environments. For example, t he advent of interactive multi -user tabletops with multi -

touch input (Dietz and Leigh 2001 ) resulted in research on table -centric environments for 

ubiquitous computing (Benyon and Mival 2012 ; Wigdor, Shen, Forlines et al. 2006 ). Today, 

the availability of commercial tabletop products that are able to track physical objects as 

tangible user interface elements (e.g., Microsoft Surface since 2008, Samsung SUR40 with 

                                                        
2 http://net.educause.edu/ir/library/pdf/P7102cs22.pdf  (Accessed Jun 25, 2012). 

http://net.educause.edu/ir/library/pdf/P7102cs22.pdf
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Microsoft PixelSense
3
 since 2011) and their interplay with powerful mobile devices 

continues to create a steady stream of publications and prototypes. For example, as a 

part of this thesis, I have been working on tabletop user interfaces that integrate tablet 

PCs (Figure 5, left) or employ tangible user interface elements for faceted collaborative 

search ( Figure 5, right) (Jetter, Gerken, Zöllner et al. 2011 ). 

 

  

Figure 5 ɀ The NiCE Discussion Room et al. (top).  Multi -user and multi -device  collaboration in e -Science 

(left ). Facet -Streams  for collaborative search  (right) . Source: (Seifried, Jetter, Haller et al. 2011 ). 

AnotoɅs digital pen & paper technology
4
 now enables high -precision multi -user pen 

input, for example on large displays in meeting rooms for creative work (Haller, Leitner, 

Seifried et al. 2010 ) (Figure 5, top). This raises many practical questions for interaction 

design, e.g., how to design undo/redo functionality for a system, where users work in one 

workspace at different locations at the  same time (Seifried, Rendl, Haller et al. 2012 ). This 

makes it necessary to make systems aware of the current positions of all users, for 

                                                        
3 http://www.microsoft.com/en -us/pixelsense/default.aspx  (Accessed Jul 20, 2012). 
4 http://www.anoto.com/  (Accessed Jun 25, 2012). 

http://www.microsoft.com/en-us/pixelsense/default.aspx
http://www.anoto.com/
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example by using novel low -cost tracking technologies like the Microsoft Kinect
5
. This is 

also im portant for  proxemic interactions  (Greenberg, Marquardt, and Ballendat 2011 ), a 

recent approach of interaction design for ubicomp digital ecologies that is based on 

devices that are aware of nearby people and devices and their position, identity, 

movement, and orientation.  

1.3.1 Interactive Spaces  

The above examples have illustrated the typical characteristics of the ubiquitous 

computing environments that I focus on  in  this thesis:  

¶ Multiple users  and multiple devices  are co-located  in a single physical space  or 

room . The physical environment and the contained computing technology are  

designed for the purpose of collaboration  between the multiple users who  are 

currently present in the physical space.  

¶ The devices in the environment can either be stationary , for example  large 

vertical displays or horizontal  interactive tabletop computers  that are 

permanently situated in the room, or mobile , for example  laptop computers, 

tablet PCs, or smart phones , that are permanently or only temporarily available 

in  the room . 

¶ The devices can be input devices  without own output, e.g., digital pens or mice, 

output devices  without input, e.g., non -touch -enabled displays or projectors, or 

input/output devices  with the ability t o process user input and react to it with  

system output, e.g., interactive tabletops or touch -enabled displays  that are 

connected to a personal computer . 

¶ Active devices have underlying computational resources  to execute  application 

software. For example,  a tabletop like the Microsoft Surface contain s personal 

computing hardware with a CPU, main memory, and a graphics board and  can 

execute application s for the Windows  operating system.  On the contrary,  passive 

devices execute only closed embedded software . For example , mice and  digital 

pens need embedded software to process sensor input , or  displays and  projectors 

need embedded firmware to provide visual output  and signal processing . 

Within this thesis, I refer to a ubiquitous computing environment with the above 

characteristics as an interactive space . The use of this term was inspired by Streitz et al.Ʌs 

Ɉinteractive landscapeɉ (Streitz, Geißler, Holmer et al. 1999 ), Biehl et  al.Ʌs Ɉapplication 

relocation in an interactive spaceɉ (Biehl and Bailey 2004 ), and Wigdor et al. Ʌs Ɉtable -

centric interactiv e spaces for real -time collaborationɉ (Wigdor, Shen, Forlines et al. 2006 ). 

It is the result of a conscious de cision against terms such as  smart room , intelligent room , 

or smart enviro nment , that are frequently used in the field of Ambient Intelligence  (Aarts 

2003; Cook and Das 2004). This decision is based on the expectations  that the word s 

                                                        
5 http://www.microsoft.com/en -us/kinectforwindows/  (Accessed Jun 25, 2012). 

http://www.microsoft.com/en-us/kinectforwindows/
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Ɉsmart ɉ or Ɉintelligent ɉ raise.  Unlike the vision o f smart or intelligent technology that 

uses action prediction and identification to anticipate user needs and thus puts a focus 

on reacting to  usersɅ implicit interaction , e.g., usersɅ natural movement in a room , this 

thesis focuses on the design and imple mentation of technology that processes and reacts 

to the explicit interaction s of users  (Ju and Leifer 2008 ), e.g., direct manipulation of 

objects on a tabletop . While  it appears as a very promising and worthwhile effort to 

combine smart or intelligent approaches  for  implicit or proxemic interaction s (Greenberg, 

Marquardt, and Ballendat 2011 ) with the designs and technologies in troduced in this 

thesis, they were not part of my  research . However, such combined approaches are 

currently investigated by Roman Rädle in our HCI group at the University of Konstanz . 

1.3.2 Post-WIMP Interaction  

WIMP  is an  acronym that describes the key components of the dominant form of human -

computer interaction of the past decades: W indows, Icons, Menus, Pointer . Since the 

advent of the Graphical User Interface (GUI)  in the late 1970s,  WIMP interaction with the 

desktop me taphor ha s become the dominant technological paradigm for user interfaces. 

It has  been remarkably successful in making computing technology accessible to a broad 

user population and its  great commercial success has thereby set a de -facto standard for 

user interfaces in  personal computing , also influencing other strands of devices, e.g., 

multi -purpose mobile devices such as Pocket PCs  or PDAs. 

However, since the arrival of the World Wide Web , the desktop metaphor and its 

simulation of an office environment u sing metaphorical files and folder  hierarchies  that 

can be navigated, viewed , and edited inside of application windows  are increasingly 

criticized for being inappropriate for todayɅs contexts of use and the era s of mobility and 

ubiquity (Moran and Zhai 2007 ; Müller -Prove and Ludolph 2007 ; Ravasio and Tscherter 

2007; Voida, Mynatt, and Edwards 2008 ). ɈTodayɅs greater set of physical interaction 

devices and modalitiesɉ, the Ɉmultiplicity of devicesɉ, and the importance of Ɉsocial 

interactionɉ make it necessary to rethink the dominant designs of our user interfaces 

such as the desktop metaphor (Moran and Zhai 2007 ). 

In 1997, van Dam coined  the term post-WIMP  user interfaces  to refer to the numerous 

emergin g interaction styles that provide  alternative s to the established  ways how  user 

interface s present information and how we can interact with it: ɈA post-WIMP interface 

to me is one containing at least one int eraction technique not dependent on classical 2D 

widgets such as menus and icons. Ultimately it will involve all senses in parallel, natural 

language communication and multiple usersɉ (van Dam 1997 ). As examples for post -WIMP 

user interfaces , van Dam  mentions pen -based input  on PDAs, alternative input devices 

such as steering wheels or golf clubs for arcade games, marking menus, or two -handed 

input  using the dominant and non -dominant hand simultaneously . 

Ten years later, Jacob et al. proposed the notion  of Reality -based Interaction  as a unifying 

concept t o tie together emerging post -WIMP interaction styles and to provide a 

framework that can be used to understand, compare, and relate the current paths of H CI 

research on post -WIMP interaction (Jacob, Girouard, Hirshfield et al. 2007 ; Jacob, 
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Girouard, Hirshfield et al. 2008 ). After analyzing the presentation and interacti on styles 

of many different post -WI MP user interfaces ( e.g., the Apple iPhone with spatial Ɉcover 

flowsɉ and multi -touch  and  accelerometer  input , tangible and multi -touch interaction on 

tabletop s, stereoscopic VR systems with gestural interaction for picking up or dropping 

virtual objects ), they suggested four Ɉthemes of reality ɉ on which  successful post -WIMP 

user interfaces build and which have been neglected in WIMP UIs so far  (Figure 6). By 

employing these four themes of reality and building on users Ʌ pre-existing knowledge of 

the everyday, non -digital world to a much greater extent than before, post -WIMP 

interfaces attempt to make computer interaction more like interacting with the real, 

non -digital world (Jacob, Girouard, Hirshfield et al. 2008 ). 

 

Figure 6 ɀ Jacob et al.'s four themes of reality  for understanding and designing post -WIMP interaction. 

Source: (Jacob, Girouard, Hirshfield et al. 2008). 

1.) Naïve Physics (NP): UsersɅ informal human perception of basic physical principles or 

usersɅ common sense knowledge about the physical world  (e.g., gravity, friction, velocity, 

the persistence of objects) . 

2.) Body Awareness and Skills  (BAS): UsersɅ awareness of their own physical bodies and 

usersɅ skills for controlling and coordinating their bodies (e.g., proprioception, 

coordinated movements of limbs, head, eyes).  

3.) Environment Awareness and Skills  (EAS): UsersɅ awareness of their physical 

surrounding and usersɅ skills for navigating and manipulating this environment.  

4.) Social Awareness and Skill s (SAS): UsersɅ awareness of the presence of others and 

usersɅ skills for social interaction (e.g., non -verbal communication, ability to exchange  

physical objects and to collaborate on a task).  

When looking at the interactive spaces  introduced in section 1.3, it is difficult  to clearly 

distinguish between W IMP and post -WIMP interaction. They  combine techniques of po st-

WIMP interaction such as pen -based input (an example for  Jacob et al.Ʌs BAS theme ) and 

multi -user collaboration (an example for Jacob et al.Ʌs SAS theme ) with traditional WIMP 

concepts such as applications,  window management,  files , and folders. This is not 

surprising given the dominance of WIMP in todayɅs digital ecologies. It is difficult to 

integrate an interactive space into existing workflows  without  using traditional WIMP 

concepts  such as application software, application -specific file formats , and folder 

hierarchies . Often t he use of established WIMP application s such as word pro cessors, 
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presentation software, or graphic editors inside the interactive space is necessary . 

Therefore most res earch in the field has focused on expanding or extending current  

WIMP  interface paradigms (e.g. , applications, windows, menus, pointers) which might 

not necessarily be optimal for multi -display environments  or interactive spaces  (Nacenta 

2008). In contrast, Nacenta suggests working on a new breed of interfaces that can 

revolutionize collaboration in co -located spaces and depart significantly from current 

established interaction techniques and standard WIMP interfaces.  

This thesis  follow s such an  approach  and tries to  support actual use scenarios while 

entirely rethink ing  interaction  based on the critical voices in HCI literature that have 

called for a replacement of WIMP and the desktop metaphor with newer  post-WIMP 

approaches . As Nacenta discusses, such an Ɉrevolutionaryɉ approach involves great  

technical challenges  since r esearchers  have to create prototypes of these new paradigms 

Ɉthat do not take a lifetime to build, but provide enough fidelity that will allow us to 

evaluate the merit of the ideaɉ (Nacenta 2008 ). For this reason, this thesis focuse s on 

prototyping and evaluating only selected post -WIMP interaction  techniques . The notion 

of post -WIMP interaction in  this thesis can therefore be summarized  as follows:  

¶ To achieve a seamless and natural interaction, this thesis strives for a closely 

integrated work environment without application boundaries that is based on 

object -oriented instead of  application -oriented user interfaces  (see chapter 3). 

¶ Information items are stored and accessed in a shared spatial workspace that 

serves as a unifying visual meta -layer  for  information resources from the file 

system or the Web . Ideall y, there is no visible use of  application windows  or 

browsers  and no  need for window management  and navigating folder 

hierarchies. Instead, all kinds of information items and tools are organized and 

manipulated in side of  a zoomable user i nterface  (ZUI) and can be directly 

accessed using semantic zooming  (see chapter  4). 

¶ This thesis explores different approaches for the use of the virtual space  in a ZUI 

to support sensemaking , marks, and annotation s. Furthermore, physical  space on 

a tabletop and virtual space  in a ZUI are used to support different collaboration 

styles. In particular, the different active input/output devices in the interactive 

space can serve as individual cameras into the shared zoomable  workspace to 

support  mixed -focus collaboration
6
 (see chapter  5). 

¶ This thesis explores the use of  post-WIMP  information v isualization  (or InfoVi s) 

for  a fluid interaction  with and efficient access to analytical overviews of the 

information space. Users are enabled to collaboratively search and browse in 

collections of items using faceted navigation  and virtual or tangible lenses with  

visualizations  of meta -data , e.g., lists, maps, scatter plots (see chapter s 4 & 6). 

                                                        
6 More details and def initions for this nature of collaboration are formulated in the next section.  
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¶ Horizontal i nteractive tabletop computers promise many advantages f or co -

located collaboration. This thesis explores a hybrid visual -tangible externalization  

of a filter/flow metaphor on a tabletop with multi -touch and tangible input. It 

enabl es fluid interaction  with post -WIMP InfoVis for  collaborative Ɉaround-the-

tableɉ faceted search (see chapter  6). 

1.4 Definition: Collaboration  

As mentioned, the purpose of the post -WIMP interactive spaces in this t hesis is 

collaboration  among multiple users  and thus these systems can be considered as an 

example of groupware  (Ellis, Gibbs, and Rein 1991 ). To describe the nature of this 

groupware and the intended collaboration  therein , this section uses different models 

from the field of Computer -supported Co operative  Work (CSCW) which  Ɉcan (Ɏ) be 

considered as a scientific discipline guiding the design and development of groupware in a 

meticulous and appropriate wayɉ (Greenberg 1989). 

1.4.1 3C Collaboration Model  

The 3C collaboration model of Fuks et al . is based on pioneering  work of  Ellis et al. (Ellis, 

Gibbs, and Rein 1991) and considers computational support for collaboration as the 

interplay between communication , coordination , and cooperation  tools. ɈCommunication 

is related to the exchange of messages and information among people, coordination is 

related to the management  of people, their activities and resources; and cooperation is the 

production taking place on a shared workspaceɉ (Fuks, Raposo, Gerosa et al. 2008). 

 

Figure 7 ɀ The 3C Collaboration Model. Figure adapted from  (Fuks, Raposo, Gerosa et al. 2008 ). 

In the context of this thesis, cooperation  is the joint operation of members of the group 

inside an interactive space, seeking to execute tasks, and generate and manipulate 

cooperation objects. Thereby the tasks are  different activities of  collaborative  knowledge 

work . I provide a more detailed description of knowledge work for the context of this 

thesis in section  1.5. For now, it  is sufficient to consider it as different activities of 

knowledge -intensive  work , e.g., search, sensemaking, and the creation of new 

information artifacts . 
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Cooperation demands communication . The communication  between users of the 

interactive spaces in this thesis is based on the natura l social protocols and the informal 

communication of the everyday non -digital world and is not mediated by technology. 

Since users are co -located in a physical environment they can use the full range of verbal 

and non -verbal communication, including gestures , pointing, and similar natural st yles 

of communication.  However, the efficiency of this communication can be  largely  

improved by providing  appropriate technology -supported externalizations, e.g., virtual 

notes or annotations, shared visual maps , or tangible user interface elements on a 

tabletop. Externalizations of this kind use physical space and proximity to express the 

current state of work and give the group a shared overview. They also provide  a shared 

frame of reference for efficient communication, e.g. , by pointing, and help to avoi d 

imposing rigid work or communication patterns on users.  For example, c hapter 6 

discusses how a visual and tangible externalization  of a search process can lead  to a 

more efficient communication.  

By improving communication and giving an overview of the state of collaboration, 

externalizations also help to create the necessary awareness  within the group. 

Awareness Ɉis an understanding of the activities of others, which provides a context for 

your own activity. This context is used to ensure that individual contributions are relevant 

to the groupɅs activity as a whole, and to evaluate individual actions with respect to group 

goals and progress. The information, then, a llows groups to manage the process of 

collaborative workingɉ (Dourish and Bellotti 1992 ). 

This management of the process of collaborative working is  called  coordination . 

Coordination  is the link between cooperation and communication in order to enforce the 

success of collaboration (Fuks, Raposo, Gerosa et al. 2008). It  includes coordination of 

people, tasks, and how these tasks are executed.  As discussed in section 1.4.3 and 

chapters 5 and  6, it is a n important  design goal  for groupware  that the coordination can 

happen flexibly and t hat seamless switches between different working and coupling 

style s can be realized by the users.  

1.4.2 Time -Space Matrix  

A popular  model for classifying groupware systems is the time -space matrix introduced 

by Robert Johansen in (Johansen 1988). The matrix considers collaboration along two 

dimensions: time  and space. As highlighted in  section 1.3.1 (p.7), the collaboration in the 

interactive spaces of this thesi s is co-located  and synchronous . This means, that the users 

are co-located in space, i.e., the physical environment or room of the interactive space, 

and in time , i.e., they work together at the same time . 

The employed technology in this thesis is based on a shared object space using  client -

server architecture s (see section  3.4.1, p.71) and thus can in principle  also enable 

scenarios of remote collaboration. However, the many design and technological 

challenges that spatially distributed interactive spaces pose, e.g., maintaining awareness , 

natural communication , and social protocols  across remote locations , have not been par t 

of this work.  
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Same time 

(synchronous) 
Different time  
(asynchronous) 

Same place 
(co-located) 

shared table,  
single display groupware, 

interactive spaces 

project management, 
shift work groupware, 
large public display 

Different place 
(remote) 

video conferencing,  
chats, virtual worlds, 

shared remote desktop 

email, 
bulletin boards, 

wikis 

Figure 8 ɀ The time -space matrix  with different kinds of groupware.  

Adapted from  (Johansen 1988 ) and Wikipedia 7. 

1.4.3 Tightly -coupled Collaboration vs. L oosely -coupled Parallel Work  

Many c ollaborative activities, such as brainstorming, designing , and planning, involve 

mixed -focus collaboration , where users frequently transition between individual and 

shared tasks within a group  (Tang, Tory, Po et al. 2006 ). ɈA groupɅs collaborativ e coupling 

style (henceforth coupling ), or the manner in which collaborators are involved and 

occupied with each otherɅs work, frequently changes (Ɏ). For instance, an individual might 

work on an idea alone before presenting it to the group, and then later  work with the group 

to jointly manipulate the ideaɉ (Tang, Tory, Po et al. 2006 ). Morris et al. refer to these two 

styles of mixed -focus collaboration as tightly -coupled collaboration s vs. loosely -coupled 

parallel work  (Morris, Fisher, and Wigdor 2010 ). 

In this thesis, collaborative knowledge work is mixed -focus collaboration  and therefore 

the interactive spaces need to support tightly -coupled collaborations and loosely -coupled 

parallel work . Achieving this support is particularly challenging, because the groupware 

must support both individual and group needs, which are often in opposition (Gutwin 

and Greenberg 1999 ). For instance, Tang et al. raise the question whether individuals 

should be able to control how parts of the workspac e are viewed, or whether the group 

should be restricted to a singular view . While independent views may support individual 

tasks, they may also negatively affect a groupɅs ability to coordinate its activities and 

manage shared resources (Tang, Tory,  Po et al. 2006). Furthermore, fluid  transitions  

between both working styles during collaboration should be supported by the 

interaction design of the system, since groups frequently and fluidly transition between 

several stages of working closely together and working independently.  

As a consequence, Tang et al. formulate four implications for design that chapters 5 and 

6 employ  as requirements for the design of interactive spaces  (Tang, Tory, Po et al. 2006 ): 

1. Support a flexible variety of  coupling styles.  

2. Provide fluid transitions between coupling styles.  

3. Provide mobile high resolution personal territories.  

4. Support lightweight annotations.  

                                                        
7 http://en.wikipedia.org/wiki/CSCW  (Accessed Jun 26, 2012). 

http://en.wikipedia.org/wiki/CSCW
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1.5 Definition: Knowledge Work  

The previous sections have outlined the focus of this thesis as post-WIMP multi -user and 

multi -device interactive spaces that are designed for the purpose of co -located 

synchronous collaboration. This collaboration is mixed -focus collaboration that includes 

phases of  tightly -coupled collaboration vs. loosely -coupled  parallel wor k. However, the 

goal  of the collaborative activity is still undefined. This section describes this goal in 

terms of typical activities  and  tasks. To achieve this, it introduces knowledge work  as a 

generic concept that  describ es the commonalities between  the different collaborative 

activities that are treated in this thesis.  

The starting point for th e concept  of knowledge work  is the term Ɉknowledge  workerɉ 

popularized by Drucker in  1973 (Drucker 1973 ). It describe s the role of a growing 

percentage of employees in business organizations who put to work what they have 

learned in systematic education, i.e., con cepts, ideas, and theories, rather than 

employees, who put to work manual skill or muscle (Kidd 1994 ). Since information 

technology has tended to Ɉautomate awayɉ the routine, repetitive, and non -adaptive 

processes of Ɉproduction workɉ or Ɉpushing paperɉ (Collins 1995: 29 ), it left the 

unstructured components (e.g., decision -making ) to this new kind of  worker . Thus 

knowledge w orkers need new tools to simulate, visualize, and evaluate alternat ives 

based on data and assumptions (Collins 1995: 30 ).  

To characterize the distinguishing behavior of such knowledge  workers clearly enough 

to design appropriate computer tools for them, Kidd interviewed twelve knowledge 

workers from areas such as design, advertising, marketing, management consultancy, 

broadcasting, law, finance,  and research  (Kidd 1994 ). On this basis,  she formulate d 

implications for the design of systems supp orting knowledge work . The most relevant  

implications  for  this thesis  can be summarized as follows : 

1. Companies value knowledge workers for their diversity. Knowledge workers 

solve problems and generate outputs largely by resort to structures internal to 

themselves. Each knowledge worker develops a different internal Ɉconfigurationɉ 

based on changes in their thinking and outlook by the situations they have 

encountered, the information they have absorbed, and the particular way they 

have made sense of these. S oftware for knowledge workers should be careful to 

provide tools which enable diversification instead of leveling or standardizing 

individual differences.  

2. Software for knowledge workers should a void trying to Ɉunderstandɉ the 

information it is holding or trying to predict what the user wants to do with it. 

True knowledge work cannot be automated. At the points where it apparently 

can be automated, then it is no longer true knowledge work.  

3. Software for knowledge workers should c apture and reproduce the appe arance 

of marks made by knowledge workers on paper, screens, walls, whiteboards , or 

the physical environment in general. Spatial layout and materials are important 
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for knowledge work. Computers for knowledge work should mimic and extend 

the ability of the physical environment to inform an individual worker or an 

organization of such workers.  

Collins shares KiddɅs view s on the need for diversification and the dangers of automation 

for knowledge work (Collins 1995: 30 -31). He discusses how more and more of the job 

content of knowledge workers is decision -making . Since decision support tasks  are 

unstructured, the user interface cannot provide the structure that is lacking in the task 

itself. ɈThe interface can, however, provide a context for interaction to guide the user 

through a space of possible actions and results. The context is a rich, graphical 

representation of the data or other objects of interest, and a means of showing users what 

actions are possible at each point in the  processɈ (Collins 1995: 31 ). 

While Kidd and Collins tell something about how  the tools for knowledge work should 

look like, they  do not reveal what  typical activities they should support . This question 

can be answered by looking into d ifferent  theoretical models and frameworks of creative 

and knowledge -intensive work that exist in literature on human -computer interaction, 

information visualization, and personal information management  such as (Blandford 

and Attfield 2010 ; Card 2008; Lehikoinen, Aaltonen, Huuskonen et al. 2007 ; Shneiderman 

2002). Although most of these models and  frameworks were not explicitly  formulated for  

Ɉknowledge work ɉ, they can be considered as typical examples for the kind of knowl edge 

work that happens in our  professional and private lives. They therefore outline and 

describe the scope and nature of the different activities, tasks, and goals that  ideally 

should be supported in the interactive spaces of this thesis.  

1.5.1 Blandford and AttfieldɅs ɈInformation Journey ɉ 

The ɈInformation Journeyɉ is a framework for reasoning about information interaction 

based on studies of what people really do and how information integrates with their 

professional and personal lives. The aim has not been simply to understand information 

work but to develop theory that can inform design and deployment of future 

technologies (Blandford and Attfield 2010: 30 ). It  encapsulates phases of:  

¶ Recognizing an information need  (also called an Ɉanomalous state of knowledgeɉ) 

Examples: 1.) A patient needs health informa tion about a recognized symptom.  

2.) A journalist needs to have information to support a particular interpretation 

or ɄangleɅ taken on a recent event.  

¶ Acquiring information  (possibly through active searching, or maybe by 

serendipitous finding or being told)  

Examples: 1.) A patient searches or browses in online health information. 2.) A 

journalist searches  or browses  in specialist news archives and general web 

resources.  

¶ Interpreting, and often validating, that information  
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Examples: 1.) A patient validates if the information is actually advertising, 

promoting products, or whether it is the opinions of another lay pers on. 2.) A 

journalist triangulates information from multiple sources, e.g., competing 

journalists.  

¶ Using the interpretation  (e.g., in writing or decision making)  

Examples: 1.) A patient makes a decision about whether to consult a doctor. 2.) A 

journalist wr ites an article.  

According to Blandford and Attfield, Ɉthese phases are not necessarily sequential; for 

example, information may be acquired incidentally (without the individual having 

previously recognized the need), and it may be necessary to find and in terpret (or make 

sense of) a lot of information before any of it is overtly usedɉ (Blandford and Attfield 2010: 

30). 

1.5.2 ShneidermanɅs ɈFramework for Mega -Creativity ɉ 

The ɈFramework for Mega-Creativityɉ by Shneiderman intends to support the design of 

powerful tools that can facilitate creative work by many people  (Shneiderman 2002: 214 ). 

It builds  on four activities:  

¶ Collect  (e.g., searching and browsing digital libraries, visualizing data and 

processes) 

¶ Relate (e.g., consulting with peer s and mentors)  

¶ Create (e.g., thinking by free association, exploring solutions with Ɉwhat-ifɉ tools, 

composing artifacts and performances, reviewing and replaying session 

histories)  

¶ Donate  (disseminating results)  

Similar to the Information Journey, these four activities are not a linear path, since 

creative work may require to return to earlier phases and much iteration (Shneiderman 

2002: 214). 

1.5.3 Lehikoinen et al.Ʌs ɈGEMSɈ Framework  

The GEMS framework is a high -level framework for understanding personal content 

experience and describes a lifecycle of personal content usage. It intends to consider the 

human perspective of how users interact with personal content, and what actions are 

performed on it. The framework is based on four phases (Lehikoinen, Aaltonen, 

Huuskonen et al. 2007: 73 ): 

¶ Get ɀ Users obtain the content from somewhere (e.g., receives, creates, captures, 

purcha ses). 

¶ Enjoy  ɀ Users view, read, or listen to the content. They edit, remix, or personalize 

it.  

¶ Maintain  ɀ Users maintain the content by organizing, archiving, rating it.  
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¶ Share ɀ Users share the content by publishing, giving, sending, trading, or 

printing i t. 

Again, these phases are not sequential. Not all pieces of content go through all the steps 

but may jump from any phase to any other,  e.g., they can be enjoyed  after maintaining 

them (Lehikoinen , Aaltonen, Huuskonen et al. 2007: 75 ). Furthermore, all phases include 

activities of searching  and browsing  personal content. Both are essential for every phase.  

1.5.4 CardɅs ɈKnowledge Crystallization ɉ 

In (Card 2008), Card introduces his framework of Ɉknowledge crystallization ɉ. In 

knowledge crystallization tasks, there is a goal (sometimes ill -structured) that requires 

the acquisition and making sense of a body of information, as well as the creative 

formulation of a knowledge product, decision, or action (Card 2008: 540). Card gives 

examples such as writing a scientific paper, business or military intelligence, weather 

forecasting, or buying a laptop computer.  For such tasks, Card identifies four knowledge 

crystallization operators  describing typical activities:  

¶ Acquire infor mation  (e.g., monitor, search, capture, make implicit knowledge 

explicit).  

Examples: 1.) A users starts with an overview of films, and then uses sliders to 

filter them by metadata criteria such as year, length, or actors. 2.) A user uses a 

chart to visuali ze data about hundreds of stocks and industries and notices 

interesting trends among them.  

¶ Make sense of it  (e.g., extract information, fuse different sources, find schema, 

recode information into schema).  

Examples:  1.) To increase her return, a  hotel manager extracts information from 

hotel occupan cy data by visualizing it in different permutation matrices  to reveal 

periodic patters . 2.) A customer extracts information from different sources 

about features of laptop computers to get an overview o f available models . 

¶ Create something new  (e.g., organize for creation, author).  

Examples:  1.) A hotel manager authors a simplified diagram for a presentation of 

main findings, e.g., that a December convention does not seem to have effect of 

the other conve ntions to bring in guests.  2.) A customer creates a table of features 

by model as a compact description to facilitate comparison and decision making.  

¶ Act on it  (e.g., distribute, apply, act).  

Examples:  1.) A user distributes a report or gives a briefing. 2.) A user buys a 

laptop computer . 

1.5.5 Knowledge Work  in this Thesis  

Although very different in their context  and level of abstraction, all these framew orks 

have characteristic  commonalities. For the purpose of this thesis, I therefore provide a 

operational  definition of knowledge work  based on these commonalities : 
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The goal of knowledge work is to act on  the results of a knowledge -intensive process, e.g., 

to mak e a decision  (Blandford and At tfield 2010: 30 ), to apply new knowledge  (Card 2008: 

540), or to shar e or disseminat e a newly created information item (Lehikoinen, Aaltonen, 

Huuskonen et al. 2007: 73 ; Shneiderman 2002: 214 ). 

Typically , after exploring solutions  and using what -if tools , this item is created by 

composing artifacts and performances  (Shneiderman 2002: 214 ), editing  or remixing  

content (Lehikoinen, Aaltonen, Huuskonen et al. 2007 : 73), authoring presentations  (Card 

2008: 540), or writing articles  (Blandford and Attfield 2010: 30 ). 

To achieve results, knowledge work involves a phase of getting , acquiring , or collecting  

information from one or many information sources. This involves activities of searching , 

browsing , and visualizing  (meta -)data  or processes (Shneiderman 2002: 214 ) to make 

implicit knowledge explicit  (Card 2008: 540).  

It is also necessary that the actual information items can be evaluated or enjoyed by 

viewing  or listening to  them (Lehikoinen, Aaltonen, Huuskonen et al. 2007: 73 ). 

Knowledge work involves a phase of interpreting , validating  (Blandford and Attfield 2010: 

30), and making sense  of information (Card 2008: 540). This inv olves extracting 

information , fusing different sources , and finding a new schema to recode information  in it 

(Card 2008: 540). This can be done by organizing , archiving , or rating  items (Lehikoinen, 

Aaltonen, Huuskonen et al. 2007: 73 ). According to (Kidd 1994 ) and (Andrews, Endert, and 

North 2010 ), altering the spatial layout  of information items and the spatial relations  

between them is a particularly important part of such sens emaking during knowledge 

work. The same is true for leaving marks , traces , or annotations  on items.  

Knowledge work consists of  different  phases of higher level activities that are separated 

in time and are executed either sequentially or in random order de pending on  the 

context, goals, and progress.  Each higher level activity, e.g., Collect (Shneiderman 2002: 

214), or Acquire Information (Card 2008: 540), is comprised of sma ller tasks, e.g., 

searching and browsing, or  capture , that can be supported by an interactive system.  

Since true knowledge work cannot be automated , an interactive system cannot 

Ɉunderstandɉ the information it is holding or predict what the user wants to do with it 

(Kidd 1994 ). A user interface cannot provide the structure that is lacking in the task itself. 

The interface can, however, provide a context for interaction to guide the user through a 

space of possible actions and results (Collins 1995: 31 ). 

A brief example from this thesis can illustrate how collaborative knowledge work can be 

supported  in practice : the Media Seminar Room  prototype in section 2.1 (p.30) is designed 

for letting multiple students of media science collaborat e in an interactive space  during a 

seminar about a certain era of cinema . The prototype provides a shared visual 

workspac e with an overview of all relevant movies clustered by  genres on a large 

vertical wall display and on a horizontal interactive tabletop.  
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By zooming into the different movie objects on the wall display or tabletop , the students  

can access all the data about  the movies, their plot, directors, cast, etc. , and they can 

watch the movie itself as a video stream. Depending on their task, they can add virtual 

Post-It notes to the overview  as annotation . Furthermore, they can rearrange the spatial 

configuration of m ovies, e.g., to select a few movies to work on or to establish a  new  

spatial schema that is not based on the genre, but on a different angle  that is related to 

the  topic of their seminar (e.g.,  plot,  cast, director, production year ). 

By providing multiple devices that can access individual region s of the  shared visual 

workspace, the interactive space also supports phases of loosely -coupled parallel work  

by individual group members . This enables a distributed  process of sensemaking that  

can lead to formulat ing  different hypothes es and to elaborate on them  collaboratively in 

a term paper or seminar presentation.  This final step of creating a new knowledge 

artifact and acting on it concludes the process of collaborative knowledge work.  

1.5.6 Support of Knowledge Work in this Thesis  

It is important to notice that the interactive spaces in this thesis do not support  all 

activities of knowledge work to the full extent at the same time. Instead, they focus on 

different selected a ctivities  of knowledg e work and illustrate possible solutions for 

design and implementation. For example, in the Media Seminar Room , the actual word 

processing of the term paper and the authoring of the presentation are not supported by 

the interactive space but are done using  ordinary desktop or laptop PCs outside the 

interactive space.  The prototypeɅs design and implementation are  instead focused on the 

way that movies can be visualized, accessed, reorganized, and annotated by users.  

Another example is the prototype (or apparatus ) for the study of spatial memory and 

navigation performance in section 4.5 (p.139). It was designed and  implemented to study 

an importan t but also much  focused lower level single -user interaction  within 

knowledge work : spatial navigation  to and memoriz ation of object locations in a 

zoomable visual workspace.  While t his  is only a small part of the higher level activities  

of collaborative knowledge work, understanding the underlying cognitive mechanisms is 

of great importance for the design of zoomable user interfaces for interactive spaces and 

is therefore  the main fo cus of th at prototype . 

1.6 Research Goal  

As introduced at the beginning of this chapter, the research question for this thesis is:  

How can designers and developers of ubiquitous computing environments be 

supported to create more usable multi -user and multi -device post-WIMP interactive 

spaces for co-located collaborative knowledge work ? 

The previous sections hav e clarified what kind of  ubiquitous computing environments , 

interactive spaces , devices, and collaboration the research question  refer s to. The 

following sections clarify the research goal  of this thesis by describing what means of  

support ing  designers  and supporting developers  are  intended as an outcome . 
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1.6.1 Supporting Designers  

In user interface and interaction design, there is a long tradition of providing golden 

rules, principles, guidelines, or heuristics to designers to let them benefit from  the 

insights of other designers or researchers . Famous examples are ShneidermanɅs ɈEight 

Golden Rules of Interface Designɉ (Shneiderman 1997 ), NormanɅs ɈSeven Principles of 

Designɉ (Norman 2002 ), or NielsenɅs ɈTen Usability Heuristicsɉ
8
, but other  guidelines were  

published already in  the early 1980s (Malone 1982 ) and even 1970s (Hansen 1971). More 

recently, researchers have started to formulate des ign principles also for post -WIMP UIs. 

For example, Dourish has formulated design principles to point out a set of Ɉthings to pay 

attention toɉ when designing post -WIMP embodied interaction (Dourish 2004: 160 ). 

Following this tradition, this thesis sets out to formulate a set of design principles  for the 

design of post -WIMP interactive spaces for collaborative knowledge work. They are 

intended to remind designers of important properties  that these user interfaces should 

expose and they suggest the interaction and visualization techniques to achieve them . 

This set of  design principles is derived  from scientific or professional literature from the 

fields of  HCI, Cognitive Science, CSCW, and InfoVis . It is  based on theories, models, and 

frameworks  from these disciplines , but also on  selected designs from scientific 

publications and the findings from their evaluation in user studies . Thus the first step of 

supporting designers in this work is to compil e and select relevant models and de signs. 

In a second step, deduction and logical reasoning are used to relate and fuse different 

designs or sources of information  and to discuss their origin, differences, and 

commonalities. Eventually, in a third step, this in -depth discussion arrive s at the 

formulation of new design principle s as a new  scientific contribution . This is similar to 

the approach chosen  by  more theoretical and conceptual work in HCI, e.g., Dourish Ʌs 

ɈWhere the Action isɉ (Dourish 2004 ) or Jacob et al.Ʌs Reality -Based Interaction (Jacob, 

Girouard, Hirshfield et al. 2008 ). 

Since deduction  in HCI  is typically a matter of interpretation and argumentation, it  

cannot be executed with the same logical and mathematical rigor as in theoretical 

computer science or algorithms.  Therefore  HCI has a strong tradition of observation and 

experiment ation to empirically validate the claims deduced from theory. To enable such 

empirical research, this thesis appl ies the suggested design principles in practice and 

applies them to create novel artifacts such as new  prototypes  for empirical observation 

and  experimentation.  This  is the second contribution of this thesis and consists of two 

parts : First, the resulting new  artifacts (e.g., the design of DeskPiles of Facet-Streams  in 

chapter 2) serve as examples to illustrate a design principle and as source s of inspiration 

for other designers, researchers, and practitioners. Second, the e mpirical s tudies of the 

suggested design approaches  with student designers ( see section 3.2) or the  evaluation of 

resulting  prototypes  with end-users (see chapter  6) contribute to the validation of the 

design principles and enable a deeper  understanding of the ir  cognitive basis. 

                                                        
8 Ten Usability Heu ristics. http://www.useit.com/papers/heuristic/heuristic_list.html  (Accessed Jul 5, 2012) 

http://www.useit.com/papers/heuristic/heuristic_list.html
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1.6.2 Supporting Developers  

In 2000, Myers et al. discussed a future of ubiquitous computing in which new form 

factors like mobile phones, PDAs, or wall -size displays will lead to a simultaneous use of 

multiple devices that  will also replace t he Ɉstandard desktop model ɉ of GUIs. They 

anticipate d, that this will also affect UI developers and will create dramatic new needs 

for tools to build those interfaces (B. Myers, Hudson, and Pausch 2000 ). For example, 

Myers et al. mention ed the need to support Ɉvarying input and output capabilitiesɉ such 

as different screen sizes and resolutions  and Ɉtools for coordinating multiple, distributed 

communicating devicesɉ. 

Today,  developers of post -WIMP user interfaces face many of these predicted challenges. 

This becomes obvious when looking at the ongoing research on tools and architectures 

for implementing  post-WIMP multi -user , multi -modal , or  multi -device user interfaces , 

e.g., (Gjerlufsen, Klokmose, Eagan et al. 2011 ; Johanson, Fox, and Winograd 2002 ; Kim, 

Javed, Williams et al. 2010 ; Klokmose and Beaudouin -Lafon 2009 ; W. König, Rädle, and 

Reiterer 2010 ; Streitz, Tandler, Müller -Tomfelde et al. 2001 ). Furthermore, Shaer and Jacob 

discuss very similar challenges  for  Tangible User Interfaces (TUIs) . TUI developers face 

difficulties such as Ɉthe lack of appropriate interaction abstractionsɉ, Ɉthe shortcoming of 

current software tools to address continuous and parallel interactionsɉ and Ɉthe excessive 

effort required to integrate novel input and output technologiesɉ (Shaer and Jacob 2009). 

A common approach to facilitate UI implementation for developers is the creation of 

software libraries, application programming interfaces (APIs), or software frameworks  

as Ɉuser interface software tools ɉ (B. Myers,  Hudson, and Pausch 2000 ). They provide 

software components that contain the functionality and algorithms that are typicall y 

needed by developers of user interfaces. This enables developers to reuse established 

and proven off -the -shelf components instea d of having to implement the entire lower 

level functionality or underlying algorithms themselves. It also enables developers to 

approach implementation based on higher level abstractions and concepts (e.g., UI 

objects, controls, visualizations  of data , mu lti -touch manipulations ) that are closer to the 

intended interactive behavior and the developersɅ mental model of the UI than the 

underlying details of implementation (e.g., pixels, variables, methods, classes , input 

events ). ɈIn general, tools help to reduce the amount of code that programmers need to 

produce when creating a user interface, and they allow user interfaces to be created more 

quickly. This, in turn, enables more rapid prototyping and, therefore, more iterations of 

iterative design that is a c rucial component of achieving high -quality user interfaces (Ɏ) 

Tools influence the kinds of user interfaces that can be created. Successful tools use this to 

their advantage, leading implementers toward doing the right things, and away from doing 

the wrong  thingsɉ (B. Myers, Hudson, and Pausch 2000 ). 

As a consequence, similar to HCIɅs tradition of providing design principles to designers, 

there is also a tradition of providing software frameworks to UI developers . There a re 

several examples of successful UI frameworks from academic research  or the open 

source community , e.g., for zoomable user interfaces  (Bederson, Grosjean, and Meyer 
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2004), tabletops (Shen, Vernier, Forlines et al. 2004 ), information visualization (Heer, 

Card, and Landay 2005 ), or vision -based multi -touch UIs
9
. 

Following this tradition, this thesis provides a software framework  that facilitates the 

implementation of user interfaces that are designed following the above -mentioned set 

of design principles . It provides important core functionality to realize such designs, e.g., 

object -oriented and zoomable user interfaces that are distributed across multiple devices 

such as wall -sized displays, interactive tabletops, or tablet PCs. This software framework 

is shared with other researchers, developers, and practitioners as open source
10

 and is 

described in great detail in section 3.4 of  chapter 3. 

To validate the practical value of the software framework, it was used for  developing 

vari ous prototypes that are described in this thesis. Furthermore, two user studies of its 

API usability with student developers were conducted and are described in section 3.5. 

An indicator for the practical value and  relevance of the framework is that during the 

course of my  PhD project many other researchers from our group have already used the 

framework to prototype and study novel user interfaces  in the context of their research  

on interactive s paces, Reality -Based Interaction, and collaborative interfaces for search 

or creative design , e.g., (Demarmels, Huber, and Heilig 2010 ; Geyer and Reiterer 2010 ; 

Geyer, Pfeil, Budzinski et al. 2011 ; Geyer, Pfeil, Höchtl et al. 2011 ; Geyer, Budzinski, and 

Reiterer 2012 ; Heilig, Demarmels, Rexhausen et al.  2009; Heilig, Demarmels, Allmendinger 

et al. 2010 ; Heilig, Huber, Gerken et al. 2011 ; Heilig 2012 ; Jenabi 2011). 

1.6.3 The ZOIL Paradigm  

In summary , this thesis answers the research question by providing designers with 

deriving and presenting the afore -mentioned set of design principles . These principles are 

further i llustrated by introducing new prototypes . Selected prototypes  are subject to 

empirical studies to learn more about the appropriateness of the ir  designs in practice . 

Furthermore,  to support the developers , this thesis provides a new  software framework  

that facilitates the implementation of user interfaces that are designed according  to the 

suggested design principles . 

In  analogy to Thomas KuhnɅs concept of a  scientific paradigm (Kuhn 1962 ), th e entirety of 

these contribution s constitute s what economist Giovanni Dosi refers to as a 

Ɉtechnological paradigm ɉ (Dosi 1988): ɄA Ɉtechnological paradigmɉ defines contextually the 

needs that are meant to be fulfilled, the scientific principles utilized for the task, the 

material technology to be used. In other words, a technological paradigm can be defined as 

a Ɉpattern ɉ of solution of selected technoeconomic problems based on highly selected 

principles derived from the natural sciences (Ɏ) A technological paradigm is both an 

exemplar  ɀ an artifact that is to be developed  and improved (Ɏ) ɀ and a set of heuristics 

(Ɏ)ɉ (Dosi 1988). 

                                                        
9 Touchlib, http://www.nuigroup.com/touchlib/  (Accessed Jul 8, 2012) 
10 ZOIL Software Framework. http://zoil.codeplex.com/  (Accessed Jul 10, 2012) 

http://www.nuigroup.com/touchlib/
http://zoil.codeplex.com/
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DosiɅs emphasis on materials and natural sciences results from the focus of DosiɅs 

original work  on engineering problems like  manufacturing cars or integrated circuits . 

Since this thesis treats problems of HCI and designing and implementing interactive 

products, the equivalent s to DosiɅs Ɉmaterial technologyɉ and Ɉexemplarsɉ are the 

prototypes and the software framework presented  in this thesis. The equivalents to 

DosiɅs Ɉprinciples derived from the natural sciencesɉ are the presented design principles 

and theoretical models which are derived from HCI, CSCW, InfoVis, and Cognitive 

Science literature and the findings from  the condu cted empirical studies.  

 

Figure 9 ɀ Visual illustration of the ZOIL paradigm and its components.  

As a consequence, th e sum of the contributions of this  thesis formulates a new 

technological paradigm  that I  henceforth refer  to as the ZOIL paradigm  (Figure 9). 

Similar to WIMP, ZOIL is an acronym that describes the components of a user interface 

and the defining characteristics of the interaction with it : Zoomable Object -Oriented 

Information Landscape.  In a ZOIL -based user interface, a ll kinds of information items 

and tools are organized in a continuous information landscape in space and scale  that 

serves as zoomable workspace. The user  interface is object -oriented without identifiable 

application boundaries  and distributed across device boundaries . 

ZOIL-based user interfaces can be described in terms of the underlying  six  ZOIL design 

principles
11

 that are introduced in chapters 3 to  6: 

1. Provide post -WIMP functionality as objects, not applications. (chapter 3) 

2. Provide a zoomable user interface for navigation with semantic zooming. (chapter  4) 

3. Provide space for sensemaking, marks, and annotations . (chapter  5) 

                                                        
11 During my PhD project, the initial formulation of the ZOIL design principles changed many times. This is als o 
reflected in my various publications on ZOIL. The exact formulation, wording, and order changed and also the 
total number of design principles grew from 4 to 6. The formulation, wording, and order of the six ZOIL design 
principles in this thesis should b e considered as the most recent by the reader.  
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4. Provide space for coordinating mixed -focus collaboration . (chapter 5) 

5. Provide post-WIMP Inf oVis tools for fluid interaction . (chapter 6) 

6. Support multi -user collaboration with visual -tangible externalizations. (chapter  6) 

The technological counterpart to the ZOIL design principles  is the ZOIL software 

framework  that provides the necessary functionality to implemen t user interfaces that 

follow these design principles.  For the remainder of this thesis, I refer to the entirety of 

contributions including the design principles, design cases, prototypes, study results, and 

the software framework as the ZOIL paradigm  or  just  ZOIL .  

1.7 Research Scope  

This section further refines the formulation of the research question and goal for this 

thesis  by explicitly including or excluding certain scientific and technological challenges . 

1.7.1 Employed Technology  

In accordance to (Bell and Dourish 2006 ), all prototypes  and the software framework  that 

were created as part of this thesis  are rooted in present -day ubicomp technology and do 

not speculate on a proximate future in which current problems of consistency, 

standardization, sensor technology , or performance are already solved. They are based 

on existing enabling technologies such as commercially available devices (e.g., M icrosoft  

Surface tabletop comput ers, Nintendo Wiimote controllers), prog ramming platforms 

(Microsoft  .NET 4.0, Windows Presentation Foundation , and the C# programming 

language ), communication protocols (TCP/IP, Ope n Sound Control)  and operating systems 

(Windows Vista, Windows 7).  The design and development of new ubicomp hardware , 

communication protocols, or discovery mechanisms  is not part of this work.  By using 

todayɅs commercially available hardware , popular netw ork protocols , and operating 

systems and by sharing the underlying software framework as open -source, the results 

of this thesis can be easily reused by other researchers and practitioners.  

1.7.2 Targeted User Groups  

The targeted end -user groups vary between the  different prototypes  presented in this 

thesis . While the Euro ITV  application  (see section  4.3.2) or Facet-Streams  (see section 2.4) 

are intended to be used by novice users in an entertainment or  retail  context after no or 

only few minutes of training, DeskPiles (see section 2.2) is designed for scientists with 

extensive skills of using, customizing and reappropriating existing computing 

technologies during their daily work.  

A further target ed user group are  interaction designers and software developers 

concerned with the design and implementation of post -WIMP interactive spaces. The 

case study and the API usability evaluations of the ZOIL software framework in chapter 3 

focused on undergraduate and graduate students of computer science. While some had 

no prior experience with the C# programming language or the .NET 4.0 and Windows 

Presentation Foundation (WPF) platform,  all of them had prior experience with object -
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oriented programming of GUI s for WIMP applications.  Evaluations with professional 

designers or developers from industry are not part of this work.  

1.7.3 Design of the Physical Environment  and Form Factors  

Although th is thesis is about interactive spaces in which users and devices are co -located 

in rooms such as meeting rooms or design studios, the architectural layout and physical 

ergonomics of such rooms, devices , or interactive  furniture are not part of this work . 

This thesis focuses on the interaction design and ergonomics of the software side of 

interactive spaces and touches physical ergonomics only very briefly in context of small 

tangible user interface elements , e.g., in Facet-Streams (see section  6.3.3), or in studying 

the effect of proprioception and kinesthesia on spatial memory (see  section 4.5). 

Furthermore this thesis does not give any recommendations how to integrate such 

interactive spaces in existing architectur al contexts  or organizational workflows.  

1.7.4 Multi -Display Environments  

In HCI, t here is an existing body of knowledge about the design and implementation of 

multi -display environments  (MDEs), e.g., (Balakrishnan and Baudisch 2009 ; Terrenghi, 

Quigley , and Dix 2009 ). Although t his thesis touches some streams of MDE research, it is 

not focused primarily on MDEs and explicitly excludes some of their typical challenges . 

For example, o ne stream of MDE research is closely related to the design of the phy sical 

environment and form factors, e.g., the effect of display size and curvature on user 

performance and insights (Shupp, Andrews, Dickey -Kurdziolek et al. 2009 ). As already 

mentioned in t he previous section, such considerations of physical design and form 

factors are not part of this thesis.  

Other t ypical MDE research questions are how different types of displays impact users 

and human collaboration . For example, researchers study the eff ect of display 

configuration and usage context on peopleɅs behavior in group situations, e.g., social 

anxiety and willingness to change answers (Robles, Nass, and Kahn 2009) or more 

equitable participation (Rogers, Lim, Hazlewood et al. 2009 ). Some own work related to 

this can b e found in  this thesis in  chapter 6 where the effect of visual -tangible 

externalizations on a horizontal tabletop is discussed in comparison to a traditional 

verti cal display with a Web interface. However, this thesis does not formulate or validate 

generic models for such effects, nor does it try to give guidelines for MDE configurations 

that achieve better collaboration.  

Another frequently addressed challenge is how to make MDEs work more seamlessly 

(Balakrishnan and Baudisch 2009 ), for example by introducing techniques of cross -

display object movement (Nacenta, Gutwin, Aliakseyeu et al. 2009 ) or user interfaces for 

relocating applications  (Biehl and Bailey 2004 ). An important part of such research  is the 

position tracking of users, display s, and devices  in three -dimensional space to enable a 

natural movement of objects across displays and devices  usin g pointing  or gestures. Such 

cross-display object movement techniques are not part of this work. However, my fellow 

PhD candidate  Mahsa Jenabi has used the ZOIL software framework to create and 
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evaluate such an MDE with mobile devices (Jenabi 2011). Furthermore, the MasterɅs 

thesis of Simon Fäh has also used the ZOIL software framework to explore bi -manual 

pointing gestures  for cross -display object movement  (Fäh 2011).  

1.8 Organizational  Overview  

A typical structure of a PhD thesis in HCI is a chronological presentation of several 

prototypes created during the PhD project and findings from their evaluation with users. 

The reoccurring themes observed during the user studies are collected and structu red in 

a conceptual framework that is then presented in the last chapter as scientific outcome 

and conclusion.  

During structuring this thesis, I decided to put a strong emphasis on th is thesisɅ outcome, 

i.e., the ZOIL paradigm with  its design principles. T herefore  I decided for a different 

organizational structure : Each of the following chapters focuses on one or two  ZOIL 

design principle s as an outcome and how they were  applied , implemented,  and/or 

evaluated in the ZOIL  example prototypes or the ZOIL  software framework . 

Chapter 2.  The goal of this chapter is to make the reader familiar with the general 

interaction and visualization style in ZOIL -based interactive spaces. Therefore  it 

illustrates selected example prototypes from a usersɅ perspective by presenting typical 

scenarios of use and visual material such as sketches, photographs, and screenshots. It 

concludes with a table summarizing the different ZOIL example prototypes and how 

they relate to the ZOIL design principles that are introduced in ch apter s 3-6. 

Chapter 3.  This chapter introduces the concept of Object-Oriented User Interfaces  

(OOUIs) and applies it on post -WIMP interaction in interactive spaces. Within ZOIL, 

object -oriented instead of application -oriented  interaction is important for a chieving a 

seamless interaction with differe nt information types and tools.  

The first part of this chapter  is about understanding and designing OOUIs. It revisits and 

summarizes different views of OOUIs in HCI literature of the WIMP era and enters new 

terr ain by applying them on post -WIMP interaction. The first part of this chapter 

concludes with the formulation of the 1
st
 ZOIL design principle . 

The second part of this chapter is about implementing OOUIs for post -WIMP interactive 

spaces in multi -user, multi -display, and multi -device settings. For this purpose, it 

introduces the ZOIL software framework  that serves as a kind of middleware between 

the application level and the operating system and provides high -level functionality in 

the areas of presentation &  interaction, network communication , and persistence & 

synchronization. The second part concludes with two evaluation studies of the ZOIL 

software frameworkɅs API usability with student designers and developers  and a 

discussion of the frameworkɅs practical value.  

Chapter 4.  This chapter  introduces Zoomable User Interfaces  (ZUIs) and discusses their 

key role within the ZOIL paradigm. ZOIL uses ZUI principles to replace traditional 

concepts of the WIMP desktop metaphor such as files, folders , and application windows. 
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Instead, ZOIL in troduces a zoomable workspace (the Ʉinformation landscapeɅ) as a 

model -world UI for natural and consistent management of digital information items and 

interaction with virtual tools.  

In a first step, this chapter discusses ZUI hist ory and the foundations and mathematics of 

ZUI interaction. Then it presents ZUI examples  taken from different ZOIL -based 

prototypes  and  gives an overview about the implementation of ZUIs in and w ith the ZOIL 

software framework . It continues with a user st udy of the effect of multi -touch 

interaction on ZUI navigation and spatial memory. It concludes with the formulation of 

the 2
nd

 ZOIL design principle . 

Chapter 5. This chapter introduces and discusses the key role that virtual and physical 

space play for the design of ZOIL -based user interfaces . Based on empirical studies from 

HCI and cognitive science, this chapter argues for considering space an integral part of 

human cognition and a key resource for collaborative knowledge work.  

In the first part of thi s chapter, ZOILɅs information landscape is used as a virtual space 

for the purpose of sensemaking  and to enable marks  and  annotations . Different uses of 

space in ZOIL example prototypes are illustrated and results of a user study of the 

DeskPiles prototype  are presented that reveal how space and annotation is used in 

realistic usage situations. This part concludes with the formulation of the 3
rd

 ZOIL design 

principle . 

The second part of this chapter discusses the role of space for collaboration by first 

looking at how users partition physical space into territories to coordinate their 

collaboration at interactive tabletops . Then this is applied to collaboration in virtual 

workspaces  in order to support many different coupling styles and fluid transitions 

between  them during mixed -focus collaboration . This part concludes with the 

formulation of the 4
th

 ZOIL design principle . 

Chapter 6.  This chapter briefly introduces the fundamentals of information 

visualization and how it  can help users to manage todayɅs growing number of functions  

and information items . A summary of relevant cognitive models explains how post -

WIMP interaction styles using multi -touch and tangible input can achieve an enhanced 

user experience of informatio n visualization with a fluid interaction . This is followed by 

an in -depth description of the design and user studies of Facet-Streams  which serves as a 

Ɉbest-in -classɉ example of post -WIMP and fluid information visualization. This chapter 

concludes with fo rmulating the 5
th

 and 6
th

 ZOIL design principle . 

Chapter 7.  This chapter concludes this thesis by summarizing its contributions and 

giving an outlook on future work.  
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2 Examples of ZOIL-based  Interactive Space s 

The goal of this c hapter is to make the reader familiar with the general interaction and 

visualization style in ZOIL -based interactive space s. Therefore  it illustrates selected ZOIL-

based example prototypes from a usersɅ perspective by presenting typical scenarios of 

use and visual material such  as sketches, photographs, and screenshots.  

This chapter aims at giving the reader a  representative  impression of ZOIL-based 

interaction before the following chapters introduce the underlying design principles and 

a more precise terminology and also discuss the underlying scientific background  and 

the employed technology  in detail.  Furthermore, the presented  prototypes and their 

design in this chapter can serve as a source of inspiration to other researchers or 

designers. For this reason, this chapter  also uses some figures  that reappear in the 

following chapters. This redundancy is intentional to achieve better readability and 

comprehensibility.  

All examples in this chapter were designed following the ZOIL design principles and 

have been implemented u sing the ZOIL software framework.  

The first ZOIL example  prototype is the Media Seminar Room . It  was conceived of, 

designed , and implemented  by me  as part of my PhD project with  support from Mathias 

Heilig and a team of student developers  (Michael Zöllner, Mischa Demarmels, Stephan 

Huber, Oliver Runge, Benjamin Frantzen, Sebastian Rexhausen ) to demonstrate the 

functionality of my  ZOIL software framework . The Media Seminar Room  has not been 

published previously.  

The second ZOIL example protot ype is DeskPiles. It is the result of joint work with Natasa 

Milic -Frayling of Microsoft Research Cambridge, and Jeremy Baumberg of the 

NanoPhotonics Centre of the University of Cambridge, where the prototype was installed 

to explore novel ways of information management for  e-Science. DeskPiles was 

conceived of and designed by me together with MasterɅs student Toni Schmidt with 

whom I also implemented the prototype. Additional  design and implementation was 

provided by Jens Gerken and Michael Zöllner . DeskPiles has not been published 

previously as a part of a PhD, BachelorɅs or MasterɅs thesis , but in a technical project 

report (see section 2.2, p.37). Image s of it have previously appeared in (Jetter, Zöllner, 

and Reiterer 2011 ; Jetter, Zöllner, Gerken et al. 2012 ; Seifried, Jetter, Haller et al. 2011 ). 

The third ZOIL example prototype is  Distributed Sketching . The prototype is based on the 

Media Seminar Room  and is joint work with Florian Geyer who applies  my  ZOIL design 

principles and my  ZOIL software framework in his PhD project to create different 

interactive spaces for creative design ers. The prototype  was designed by  Florian Geyer 
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and implemented by his team of student developers  (Jochen Budzinski, Anita Höchtl , 

Markus Hankh ). It has been previously published as a poster in (Geyer, Jetter, Pfeil et al. 

2010) and images of it have appeared in (Reiterer 2011 ). 

The fourth  ZOIL example prototype is Facet-Streams . It is the result  of joint work with 

Natasa-Milic Frayling of Microsoft Research Cambridge on collaborative faceted search 

on tabletops . Facet-Streams  was conceived of and designed by me together with  Jens 

Gerken and previously p ublished in (Jetter, Gerken, Zöllner et al. 2010a ; Jetter, Gerken, 

Zöllner et al. 2011 ). The technical implementation was done by me w ith support from 

student developer Michael Zöllner . Section 2.4 contains a description of Facet-Streams  

that I wrote for a journal article about fluid interaction for information visualization  

(Elmqvist, Vande Moere, Jetter et al. 2011 ). 

2.1 The Media Seminar Room  

The Media Seminar Room
12

 prototype is designed for letting multiple students of media 

science collaborat e in an interactive space during a seminar about films, e.g. , about films 

of  a certain era  or by a certain director . For this reason, the system provides the students 

with a database of selected films. Similar to the Internet Movie Database (IMDb) , each 

entry for a film contains detailed information about the plot, the cast, etc. and is not only 

described textually but also contains posters and the video stream of the film. The goal of 

the Media Seminar Room  is to let students make sense of this inf ormation by accessing, 

organizing , and annotating  this information in space and scale . During  collaborative 

search , discussion , and annotation , student s create the ideas and hypothese s that they 

later elaborate in term papers or seminar presentations.  

Physically, the Media Seminar Room  consists of two large back projected display cubes as 

vertical screens for pen input and a Microsoft Surface interactive tabletop for multi -

touch input  and for tracking physical objects  (Figure 10).  

After startup, t he prototype provides a shared visual workspace, i.e., ZOILɅs information 

landscape, on the two vertical screens and on the tabletop simultaneously. The 

information landsca pe contains a visual overview of all movies for the seminar that 

consists of several genre cluster s of films ( Figure 11). Users can zoom and pan in the 

information lan dscape that contains the overview. By zooming in, the individual movie 

objects  grow in display space and  the ir visual representation changes and details about 

the movie (e.g., cast) and the  video stream  of the movie become visible (see Figure 12 and 

section 4.3.4 Semantic Zooming , p.125). 

Students can gather around the tabletop to collaboratively explore and change the initial 

overview of films in the information landscape. At any time , they can rearrange the 

spatial configuration of movies  using multi -touch manipulations , e.g., they can drag 

movies to a different location and resize or rotate movi es. Furthermore, since the 

                                                        
12 Video containing  some features of Media Seminar Room : http://www.youtube.com/watch?v=Np1ODKU48do  
(Accessed Jul 14, 2012) 

http://www.youtube.com/watch?v=Np1ODKU48do%20
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information landscape is zoomable, objects can not only be organized in space, but also 

in scale, for example to express different priorities or groupings.  

 

Figure 10 ɀ A sketch of the Media  Seminar Room . It contains two 67ɉ back projected vertical screens with 

pen -input and a 30ɉ Microsoft Surface tabletop with multi-touch and tangible input.  

 

Figure 11 ɀ ZOILɅs information landscape contains movie objects clustered by genre. 

 
































































































































































































































































































































































































































































