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ABSTRACT
People’s ability to remember and recall spatial information can be harnessed to improve navigation and search performances in interactive systems. In this paper, we investigate how display size and input modality influence spatial memory, especially in relation to efficiency and user satisfaction. Based on an experiment with 28 participants, we analyze the effect of three input modalities (trackpad, direct touch, and gesture-based motion controller) and two display sizes (10.6'' and 55'') on people’s ability to navigate to spatially spread items and recall their positions. Our findings show that the impact of input modality and display size on spatial memory is not straightforward, but characterized by trade-offs between spatial memory, efficiency, and user satisfaction.
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INTRODUCTION
Spatial memory is a crucial aspect for successful interaction design as it takes advantage of users’ ability to memorize object locations to ease navigation and search processes. Interfaces that harness users’ spatial memory can profoundly reduce cognitive and physical load, support fluid interaction, and free resources to allow for better task performance [24]. Spatial memory is a fundamental component of HCI design across a wide span of everyday interactive systems. For example, it can be utilized in desktop applications to support menu navigation and icon search [21, 24]. In particular, spatial memory is an important aspect for interfaces consisting of a large digital landscape that extends the visible display space (e.g., pan and zoom interfaces in public displays, overview + detail interfaces in navigation systems). In regular use, spatial memory eventually reduces visual search leading to automatic navigation and freeing cognitive resources for the task [24].

Previous research has shown that the display size and the input modality impact on users’ spatial memory and navigation performance [11, 20, 23, 24, 27, 28]. Yet, these studies investigated in- and output modalities separately, making it difficult to apply the results to real world scenarios. We believe that we need to consider the interplay of different in- and output modalities to provide valuable insights on spatial memory for everyday interactive systems (e.g. desktop applications, navigation systems, or public displays). In our work, we thus focus on the combination of in- and output modality that map current off-the-shelf interactive systems (e.g. tablets, laptops, and tabletops supporting input via trackpad, direct touch as well as gesture). Also, previous work suggests that different aspects of embodiment (e.g. touch vs. mouse [11, 28], body vs. touch panning [13], body movement [22], direct vs. indirect touch [20]) positively affect spatial memory performance. However, existing studies mostly compare input modalities that differ profoundly in their interaction techniques, not explaining how the underlying aspects of embodiment influence spatial memory. Applying the findings to settings beyond the specific conditions used in these studies is difficult. Understanding how aspects of embodiment (e.g. haptic feedback, kinesthetic cues, or direct interaction) influence spatial memory can help system designers to apply the findings to the in- and output modalities of their specific setting. Furthermore, previous research has focused on navigation path length and object location when investigating spatial memory. However, for designers to be useful, it is important to understand how spatial memory relates to aspects of usability. Looking at the definition of usability, which is divided into the aspects effectiveness, efficiency, and user satisfaction [7], we argue...
that current methods can be mapped to effectiveness (e.g. how well users perform a task). However, the relations of spatial memory to efficiency and user satisfaction are unclear. In real-life scenarios, spatial memory is not detached from usability, but designers have to gauge these aspects depending on the context and the task at hand (e.g. prefer efficiency in desktop application or user satisfaction in leisure activities). In these cases, relating spatial memory to aspects of usability facilitates the incorporation of spatial memory into system design.

Our work contributes a detailed understanding of how the combination of different in- and output modalities impact on spatial memory. We also investigate the role of embodiment (e.g. kinesthetic cues, haptic feedback, direct interaction) in these effects. Analysing the influence of these aspects of embodiment not only on spatial memory but also on efficiency and user satisfaction, we tackle the question to what extent these measurements lead to coherent results. Our multi-faceted analysis accounts for complex combinations of in- and output modalities. Thus, results can be mapped onto real-world scenarios and implications can explain user behavior and support navigation and search processes in interactive systems.

RELATED WORK

In this section, we first define our understanding of spatial memory, especially in the context of HCI. Further, we summarize related studies regarding the impact of in- and output modalities on spatial memory. We explain how existing studies informed our work and led us to our research questions.

Spatial Memory

Spatial memory is described as the aspect of human cognition that enables us to acquire spatial information, for example the location of objects and places and the way to navigate to them. Once this spatial information is successfully learned and stored, spatial memory can be harnessed in order to perform navigation and search tasks with low cognitive effort [1, 24].

The prospects of a more fluid interaction when spatial memory is harnessed can also be applied to HCI. Here, spatial memory can support a user’s interaction with a system by easing the cognitive effort required for navigating and manipulating an information space. Giving an extensive review of spatial memory in HCI research, Scarr et al. [24] distinguish between the components of navigation and object location memory. Interfaces that support spatial memory make use of people’s ability to memorize object locations and navigation paths spatially which allows them to increase their interaction performance.

Influence of Input Modality

We identified previous studies investigating the impact of input modality on users’ spatial memory. Tan et al. [28] focused on the influence of touch vs. mouse interaction on users’ spatial memory. They asked 28 participants to perform a memorization task on a 18.1” screen with an invisible grid and concluded with a 19% increased memorization accuracy for touch input. Building on this work, Jetter et al. [11] investigated the effect of multi-touch vs. mouse input on participants’ navigation performance and object location memory in panning and panning & zooming interfaces. Results show that multi-touch results in better spatial memory and navigation performance for panning interfaces but not for panning & zooming interfaces. Palleis and Hussmann [20] distinguished between the influence of kinesthetic cues and direct interaction on spatial memory and navigation performance. Results show that neither of these aspects influences spatial memory, but a smaller touch input surface in the indirect touch condition resulted in a better navigation performance.

Focusing on whole body movements, Klinkhammer et al. [13] compared users’ spatial memory for panning using single touch vs. body panning on a horizontal user interface. Although body panning did not result in an increased navigation performance, participants performed better with regard to object location memory. Similarly, Rädle et al. [22] investigated the effect of egocentric movements in peephole navigation of zoomable peephole interfaces, concluding with a positive effect of egocentric body movements on spatial memory.

The above mentioned studies indicate that users’ spatial memory can be positively influenced by a suitable input modality, however, results on the characteristics of the optimal input modality are contradicting. Conditions that used touch performed better than mouse [11, 28]. However, when replacing the mouse with an indirect touch modality, findings show no difference in spatial memory and an improvement for navigation performance for the indirect interaction on a small input surface [20]. Conditions including whole body movement (e.g. body panning, egocentric body movements) performed better than those with less movement [13]. Our goal is to build on this existing research to further understand the influence of different aspects of embodiment (kinesthetic cues, haptic feedback, direct interaction) on spatial memory including not only touch-based but also gesture-based input modalities.

Influence of Output Modality

Previous research investigated how different visualization techniques influence spatial memory. For example, fisheye lenses [25], peephole navigation [12, 16, 23] and systems that allow for an overview [8] or focus and context view [3, 19] have been analysed to further understand how these techniques impact on navigation and object relocation. Visualizations like grids and structural alignments of items on a landscape have been found to positively effect spatial memory [15, 24].

Analyzing the influence of screen properties on spatial memory has shown that large displays lead to a greater sense of presence and a higher level of immersion which positively influences users’ spatial memory performance [26, 29]. For example, Tan et al. [26, 27] showed that physically large displays increase performance on spatial tasks such as 3D navigation, mental map formation and memory tasks. Further, they found that the benefit of using a large display strongly depends on the kind of tasks performed on it: The benefit of large screens was found to be restricted to tasks in which users have to take on an egocentric strategy [26]. However, this finding could not be replicated by Tyndiuk et al. [29] who found that large displays are beneficial for both, ego- and exocentric tasks.

Tan et al. [27] also investigated users’ spatial memory performance when navigating a virtual environment. Results show that users perform better in mental map formation and memory tasks on a large display because they feel more immersed
into the environment compared to a small screen. Tyndiuk et al. [29] investigated the influence of display size on spatial memory and showed that not all users benefit from the use of large displays as only users with high visual selective attention abilities performed better on large displays. Rädle et al. [23] focused on peephole navigation and analyzed the effect of peephole size on users’ map navigation behavior, navigation performance, and task load. They confirmed a sweet spot of a tablet-sized peephole where learning speed, navigation speed, and task load were improved.

We believe that the contradicting findings concerning the influence of display size on spatial memory performance might be due to the different input modalities that participants of previous studies worked with. Thus, we analyze the influence of display size in relation to the input modality to further understand their combined influence on spatial memory.

RESEARCH QUESTIONS
The goal of our study was to better understand how aspects of embodiment influence spatial memory. In addition, we were interested in the relation of these measures to the efficiency of task completion and user satisfaction. To this end, we defined input modality and display size as independent variables. In order to address our dependent variables, we focused on spatial memory, efficiency, and user satisfaction resulting in the following three research questions:

RQ1: How do different levels of embodiment influence spatial memory? (measured in the navigation performance and object location memory performance)

RQ2: How do different levels of embodiment influence the efficiency of task completion? (measured in navigation speed and task completion time)

RQ3: How do different levels of embodiment influence the user satisfaction? (measured in perceived task load and user experience)

Concerning the input modality we defined the three conditions (1) PAD (using a trackpad), (2) TOUCH (using direct single touch), and (3) MOVE (using a gesture-based motion controller). We chose these three conditions as they constitute three types of state-of-the-art input modalities: Trackpads are common features of laptops and can replace the use of a mouse especially to provide mobility. Touch technology can be seen as the main input modality for mobile devices, tablets, and public displays. As the number of consumer devices that allow for gesture-based interaction either using additional sensing hardware like controllers (e.g. Sony PlayStation 3 Move motion controller or Nintendo’s Wii Remote) or based on computational image processing (e.g. Microsoft Kinect or laptops with built-in Intel RealSense cameras) increases, we chose gesture-based interaction as a third input modality. In addition to off-the-shelf devices that allow for the individual use of the named input modalities, there is also a growing market of devices like e.g. laptops that enable all three input modalities to be used in sequence or even in combination, bringing up the question when to use which of them. We tested several arrangements and carefully considered comparable conditions to make sure that participants can handle the conditions equally well to ensure comparability and prevent problems with target acquisition. Regarding MOVE, we decided for an additional sensing hardware as the controller showed a higher accuracy and robustness for panning operations compared to the computational detection of a hand’s position. This was also the case when dealing with arbitrary and task-dependent movements like panning or clutching. The activation of the panning-mode was more robust using the trigger of the controller compared to the detection of an additional finger gesture.

<table>
<thead>
<tr>
<th>Kinesthetic Cues</th>
<th>PAD</th>
<th>TOUCH</th>
<th>MOVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct Interaction</td>
<td>–</td>
<td>×</td>
<td>–</td>
</tr>
<tr>
<td>Haptic Feedback</td>
<td>×</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 1. Comparison of the three different input modalities

Concerning the output modality, we define the conditions (1) SMALL (display size: 10.6”, a typical size for a personal device) and (2) LARGE (display size: 55”, a typical size for a tabletop/public display) to account for two different scales to exhaust the respective level of embodiment. This independent variable is a between-subject variable. We expect that especially the positive influence of kinesthetic cues will result in greater spatial memory performance on the LARGE condition compared to the SMALL condition.

EXPERIMENT
This section provides an overview of the employed methods, including the apparatus, the task, participants and the procedure that we followed in our experiment.

Apparatus
Figure 1 shows the setting of our study with LARGE and the three input modalities PAD, TOUCH, and MOVE. We chose two differently sized output devices: a 10.6” Microsoft Surface 2 Pro and a 55” Microsoft Perceptive Pixel. Both devices had the same display resolution of 1920 x 1080 pixels to guarantee for a higher internal validity of the study. In the condition with the 10.6” display, the device was placed on top and in the center of the 55” display as our pre-test showed that it eased interaction with MOVE and TOUCH (people stepped back when placing the tablet closer). Also, this placement ensured that participants’ postures were comparable for both
display sizes. Next to the display, we placed a small mobile desk, which could be easily reconfigured by participants depending on their handedness. This desk was used to fill out questionnaires and to place the input devices on.

In the TOUCH condition, participants used the output device specific touch capabilities. For our study, we asked participants to use single touch only to ensure comparability between the three conditions. We used a Logitech T650 trackpad for the PAD condition, adjusting it in three ways: from a hardware perspective, we limited the area where participants could interact with it to a 16:9 ratio. This allowed us to have the same ratio of participants’ movements in all conditions as the displays have the same ratio. We did this by placing an overlay on top of the trackpad itself. From a software perspective, we changed the control-display-ratio. Panning from the outer-most left position of the trackpad to its outer-most right position was equivalent to the same panning operation using TOUCH resulting in a 1:1 mapping with the output device. We adjusted the trackpad to work without additional pressing to have a comparable haptic feedback with TOUCH. These three design decisions regarding the trackpad led to a better comparability between the three conditions.

For the MOVE condition, we used a Sony PlayStation 3 Move motion controller (weight: 277g). We attached a PlayStation Eye Camera in bird’s-eye-view directly above the display and adjusted the distance to the display to allow for an interaction space corresponding to the size of the display, which allowed us to have a comparable movement range to the TOUCH condition. The camera detected the position of the visual marker of the controller, and participants were able to pan the canvas by pulling and holding a trigger at the backside of it.

Task
We used a well-established and validated task [11, 13, 15, 16, 17, 22] consisting of a navigation phase and a subsequent object location memory phase (see the video in supplemental materials). Using one of the input modalities, a canvas could be navigated using panning operations. The canvas itself contained a 24×18 grid with a spatial configuration of 18 items in total. In the default position, a 8×6 section of the grid was visible – containing no items.

In the navigation task, the system started at the default position in the center of the canvas where no items were located. In the middle of this default position, a semi-transparent overlay of the item to be searched was shown. Participants had to find this item on the canvas and pan to its position using the condition-specific panning possibilities. Items to be searched were auto-selected as participants panned to their position with a tolerance of 100px to their center. After the item was found, the task continued at the default position with the next item. For each input modality, participants had to find 8 out of 18 items. The same sequence was repeated 6 times (6 blocks), resulting in 48 search trials. In total, each participant had three of these 48 search trials (one per input modality), resulting in 144 trials per participant and 4032 trials over all sessions.

To avoid possible learning effects, we used several item sets: (1) a demo item set containing 12 letters of the alphabet, (2) an exercise item set containing 18 symbols, and (3) three task item sets containing 18 symbols each. All item sets were exclusive without overlaps. Additionally, the items were divided equally between the different item sets with respect to their complexity and theme (devices, animals, vehicles, etc.). Also, the position of the different items and thus the total optimal navigation path length was taken into consideration with a similar length in all item sets (16729px, 16125px, and 15956px) with a randomization factor of +3% to prevent possible influencing factors like symmetry or memorization of specific areas.

In the second phase – the object location phase – participants had to locate the presented items on their specific position on the canvas. In this phase, the entire canvas was shown, with no need for panning interaction. To locate the items, participants used the arrow keys of a keyboard to avoid influences of the specific input modality (cf. [11]). After placing an item to its position, the specific item was invisible to avoid possible mental constructs. We provide the application with all item sets and a supplemental video online.\footnote{\url{http://hci.uni-konstanz.de/trr161}}

Participants
28 participants (12 female) were recruited for the experiment. As a precondition, we only invited participants that had German as their mother tongue. By this, we avoided possible influences on the memorization of the items due to different linguistic representations of foreign languages similar to [11, 15]. The mean age was 24.57 years (SD = 3.62, aged 18-32). All participants were right-handed and had normal or corrected to normal eye-sight, consequently they had no problems with the employed size of items. 21 participants were undergraduate students, 4 PhD students and 3 university employees. Participants had a mixed background ranging from computer science, to psychology, biology, educational science, and law. All participants were familiar with touch interfaces and 18 participants reported to already have used gesture-based input modalities, for example Nintendo’s Wii Remote. To recruit participants, we used postings and flyers looking for people who are interested in playing games like Memory/Pairs\footnote{\url{https://www.ravensburger.de/start/memory/index.html}}, which helped us to find participants who were motivated by our chosen task. We assigned 14 participants to each display size.

Procedure
At the beginning of the study, each participant was asked to fill out a demographic questionnaire including questions about tech-savviness and eye-sight. Then, each participant received an introduction into the navigation and object relocation phases with their first input modality and a demo item set. Participants were given time to explore the functionalities of the system and input modality with an exercise data set until they felt comfortable using it. After that, participants were asked to start the navigation phase with the first input modality with the remark to navigate to the required items as fast as possible. After that, participants were asked to fill in a NASA TLX [6] and User Experience Questionnaire (UEQ) [14]. Then, participants had to relocate the position of all items on the canvas as precisely as possible. This sequence was the same for all three input modalities. In order to avoid
learning effects, we counterbalanced the order of input devices and the assignment of item sets by using a random selection of 14 out of 36 possible combinations for each output modality. Finally, each participant filled out a post-questionnaire concerning subjective preferences. Each session lasted about one hour in total, and participants were compensated for their time.

ANALYSIS
We chose a 2×3 factor split-plot counterbalanced study design consisting of a between-subjects part with the display size as independent variable with two conditions (SMALL and LARGE) and a within-subjects part with the input modality as independent variable with three conditions (PAD, TOUCH, and MOVE).

Data collection
We employed several data collection methods in order to investigate our research questions:

RQ1 - Spatial Memory: We focused on the task-dependent aspect of spatial memory: Navigation performance and object location memory performance. For the navigation performance, we calculated the ratio between users’ actual navigation path to the shortest possible path (excluding the first search block as results for this are influenced by the randomness of initial navigation trials, cf. [11]). For the object location memory, participants were asked to position items on an empty canvas at the correct position. Here, we logged the position and calculated the Euclidean distance to its actual position in pixels.

RQ2 - Efficiency: In order to analyze the efficiency of task completion, we logged the duration participants needed to find the specific items (e.g. the task completion time in seconds for each item) and the navigation speed (pixels per second) that participants operated at.

RQ3 - Satisfaction: To analyze the user satisfaction for the investigated conditions, we used three questionnaires in total: a NASA TLX [6] was used to measure the perceived task load. The UEQ [14] provided information on the experience using the system in the different conditions. Additionally, we asked participants at the end of the experiments to rank the three input modalities and justify their preferences.

RESULTS
In this section, we report our findings in relation to our three research questions. In particular, we focus on the differences across the three different input modalities (PAD, TOUCH, and MOVE) and output devices (SMALL and LARGE) with respect to participants’ spatial memory (RQ1), their efficiency (RQ2), and their subjective satisfaction (RQ3). As the data violated the assumption of normal distribution, we decided to use a non-parametric approach to analyse the data statistically. For the overall tests on statistical significance concerning the three different input modalities, we used a Friedman test. If this test showed statistical significant differences, we employed a Wilcoxon signed-rank test as a post-hoc analysis including Bonferroni correction. Additionally, a Mann-Whitney-U-test was used to test for statistical significant differences between the two different display sizes.

RQ1: Spatial Memory
For spatial memory, we differentiate between navigation path and object location memory.

Navigation Path Length
Mean values for Navigation Path Length are shown in Table 2. Results show a statistically significant difference in the navigation path length depending on the input modality, \(\chi^2(2) = 6.929, p < .05\), irrespectively of the display size. However, a Wilcoxon signed-rank test showed no statistical significant effect between pairs after applying Bonferroni correction. A Friedman test showed no statistically significant differences on the levels of SMALL and LARGE for the three input modalities.

A Mann-Whitney-U-Test showed a statistical significant difference for the display size when comparing navigation path length for TOUCH (\(U = 55.0, p < .05\)) and MOVE (\(U = 52.0, p < .05\)).

Focusing on the navigation path across blocks, Figure 2 shows that participants performance increased over time with all input modalities. Whereas with PAD and MOVE, the navigation path seems to level off in block 5, this was found to occur earlier in TOUCH as here, the curve already bends in block 4. In addition, the lines indicating the decrease in mean navigation path length per block differ for TOUCH and MOVE when comparing SMALL and LARGE.

Object Location Memory
Mean values for Object Location Memory are shown in Table 3. Results show no statistically significant difference in the object location memory depending on the input modality (\(\chi^2(2) = 3.429, p > .05\)), irrespectively of the display size. However, there was a statistically significant difference in the object location memory for LARGE, \(\chi^2(2) = 7.429, p < .05\) – but no difference for SMALL. A Wilcoxon signed-rank test showed a statistically significant difference for a pairwise comparison of PAD and MOVE for LARGE (\(Z = -2.919, p < .016\)).

A Mann-Whitney-U-Test showed no statistically significant difference for the display size when comparing object location memory.

<table>
<thead>
<tr>
<th></th>
<th>PAD</th>
<th>TOUCH</th>
<th>MOVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(M_{TOTAL})</td>
<td>2.65</td>
<td>2.11</td>
<td>2.43</td>
</tr>
<tr>
<td>(M_{SMALL})</td>
<td>2.74</td>
<td>2.43</td>
<td>2.69</td>
</tr>
<tr>
<td>(M_{LARGE})</td>
<td>2.56</td>
<td>1.78</td>
<td>2.18</td>
</tr>
</tbody>
</table>

Table 2. Mean navigation path length (1.0 = optimal path length). Standard deviation (SD) is shown in brackets, statistically significant differences are indicated via asterisks (for between).

<table>
<thead>
<tr>
<th></th>
<th>PAD</th>
<th>TOUCH</th>
<th>MOVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(M_{TOTAL})</td>
<td>1175.12 (457.97)</td>
<td>1075.80 (352.63)</td>
<td>1059.50 (534.19)</td>
</tr>
<tr>
<td>(M_{SMALL})</td>
<td>1107.45 (521.41)</td>
<td>1156.96 (399.52)</td>
<td>1250.64 (638.24)</td>
</tr>
<tr>
<td>(M_{LARGE})</td>
<td>1242.79 (392.26)</td>
<td>994.64 (290.61)</td>
<td>868.36 (326.53)</td>
</tr>
</tbody>
</table>

Table 3. Mean Euclidian distance in pixels. SD is shown in brackets, statistically significant differences are indicated via raised letters (for within).
RQ2: Efficiency
To provide a nuanced description of efficiency, we differentiate between navigation speed (in pixels per second) and average task completion time for each item search (in seconds).

Navigation Speed
Mean values for Navigation Speed are shown in Table 4. There was a statistically significant difference in the navigation speed depending on which type of input device was used, $\chi^2(2) = 30.071, p < .05$, irrespectively of the display size. A Wilcoxon signed-rank test showed that the navigation speed among all three input modalities was statistically significantly different: PAD-TOUCH: $(Z = -3.575, p < .016)$, PAD-MOVE: $(Z = -4.486, p < .016)$, TOUCH-MOVE: $(Z = -4.144, p < .016)$.

Results show statistically significant differences in the navigation speed across the input modalities for SMALL ($\chi^2(2) = 9.000, p < .05$) and for LARGE ($\chi^2(2) = 24.571, p < .05$). A Wilcoxon signed-rank test showed that the navigation speed using SMALL was statistically significantly different for pairwise comparisons of PAD and MOVE ($Z = -2.919, p < .016$) and for TOUCH and MOVE ($Z = -2.982, p < .016$). A Wilcoxon signed-rank test showed that the navigation speed on LARGE was statistically significantly different for all three pairwise comparisons of input modalities: PAD-TOUCH: $(Z = -3.296, p < .016)$, PAD-MOVE: $(Z = -3.296, p < .016)$, TOUCH-MOVE: $(Z = -2.982, p < .016)$.

A Mann-Whitney-U-test showed a statistical significant difference for the display size when comparing navigation speed for TOUCH ($U = 2.0, p < .05$) and MOVE ($U = 1.0, p < .05$).

<table>
<thead>
<tr>
<th></th>
<th>PAD</th>
<th>TOUCH</th>
<th>MOVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{\text{TOTAL}}$</td>
<td>1421.96&lt;sup&gt;a&lt;/sup&gt;&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1159.53&lt;sup&gt;b&lt;/sup&gt;&lt;sup&gt;c&lt;/sup&gt;</td>
<td>967.79&lt;sup&gt;b&lt;/sup&gt;&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(456.62)</td>
<td>(394.74)</td>
<td>(327.92)</td>
</tr>
<tr>
<td>$M_{\text{SMALL}}$</td>
<td>1499.03&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1474.18&lt;sup&gt;e&lt;/sup&gt;&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1224.72&lt;sup&gt;d&lt;/sup&gt;&lt;sup&gt;e&lt;/sup&gt;&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(581.62)</td>
<td>(299.29)</td>
<td>(266.30)</td>
</tr>
<tr>
<td>$M_{\text{LARGE}}$</td>
<td>1344.89&lt;sup&gt;b&lt;/sup&gt;</td>
<td>844.89&lt;sup&gt;e&lt;/sup&gt;&lt;sup&gt;c&lt;/sup&gt;</td>
<td>710.87&lt;sup&gt;b&lt;/sup&gt;&lt;sup&gt;e&lt;/sup&gt;&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(286.30)</td>
<td>(144.30)</td>
<td>(101.20)</td>
</tr>
</tbody>
</table>

Table 4. Mean navigation speed (in pixels per second). SD is shown in brackets, statistically significant differences are indicated via asterisks (for between) or raised letters (for within).

Task Completion Time
Mean values for Task Completion Time for single items are shown in Table 5. Results show a statistically significant difference in the task completion time depending on the input modality, $\chi^2(2) = 22.071, p < .05$, irrespectively of the display size. A Wilcoxon signed-rank test showed that task completion time using MOVE was statistically significantly longer than using PAD ($Z = -4.099, p < .016$) and TOUCH ($Z = -2.755, p < .016$). There was no statistically significant difference between PAD and TOUCH.

Results also show a statistically significant difference in the task completion time depending on the input modality – for SMALL ($\chi^2(2) = 15.857, p < .05$) and for LARGE ($\chi^2(2) = 9.000, p < .05$). A Wilcoxon signed-rank test showed that the navigation time on SMALL was statistically significantly different for pairwise comparisons of PAD and MOVE ($Z = -2.480, p < .016$) and for TOUCH and MOVE ($Z = -2.480, p < .016$). A Wilcoxon signed-rank test showed that only the pairwise comparison for the task completion time using LARGE for PAD and MOVE are statistically significantly different ($Z = -3.233, p < .016$).

A Mann-Whitney-U-Test showed a statistically significant difference for the display size when comparing navigation time for TOUCH ($U = 55.0, p < .05$).

<table>
<thead>
<tr>
<th></th>
<th>PAD</th>
<th>TOUCH</th>
<th>MOVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{\text{TOTAL}}$</td>
<td>3.71&lt;sup&gt;a&lt;/sup&gt; (1.21)</td>
<td>3.90&lt;sup&gt;b&lt;/sup&gt; (1.54)</td>
<td>5.31&lt;sup&gt;c&lt;/sup&gt;&lt;sup&gt;d&lt;/sup&gt;(2.17)</td>
</tr>
<tr>
<td>$M_{\text{SMALL}}$</td>
<td>3.56&lt;sup&gt;d, e&lt;/sup&gt;(0.89)</td>
<td>3.37&lt;sup&gt;d&lt;/sup&gt;&lt;sup&gt;e&lt;/sup&gt;(1.14)</td>
<td>4.48&lt;sup&gt;c&lt;/sup&gt;&lt;sup&gt;d, e&lt;/sup&gt;(1.02)</td>
</tr>
<tr>
<td>$M_{\text{LARGE}}$</td>
<td>3.87&lt;sup&gt;e&lt;/sup&gt;(1.48)</td>
<td>4.43&lt;sup&gt;e&lt;/sup&gt;(1.74)</td>
<td>6.13&lt;sup&gt;f&lt;/sup&gt;(2.70)</td>
</tr>
</tbody>
</table>

Table 5. Mean task completion time (in seconds). SD is shown in brackets, statistically significant differences are indicated via asterisks (for between) or raised letters (for within).

RQ3: User Satisfaction
For user satisfaction, we differentiate between participants’ task load, their user experience and the subjective preferences of input modalities.

Task Load
Mean values for Task Load are shown in Table 6. Results show a statistically significant difference in the task load measured by the NASA TLX questionnaire depending on the input modality, $\chi^2(2) = 14.721, p < .05$, irrespectively of the display size. A Wilcoxon signed-rank test showed that the task load using MOVE was statistically significantly higher than for PAD ($Z = -3.952, p < .016$) and for TOUCH ($Z = -3.063, p < .016$). There was no statistically significant difference between PAD and TOUCH ($Z = -0.445, p > .016$).

Results also show a statistically significant difference when comparing the overall task load for the three different input modalities on the level of SMALL, $\chi^2(2) = 10.145, p < .05$. Here, a Wilcoxon signed-rank test revealed statistically significant differences for a pairwise comparison of PAD and MOVE ($Z = -3.077, p < .016$). However, no statistically significant difference was found on the level of LARGE.
A Mann-Whitney U-test revealed no statistically significant differences between the two display sizes.

<table>
<thead>
<tr>
<th></th>
<th>PAD</th>
<th>TOUCH</th>
<th>MOVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>M TOTAL</td>
<td>31.15 (15.36)</td>
<td>32.13 (12.91)</td>
<td>44.96 (19.46)</td>
</tr>
<tr>
<td>M SMALL</td>
<td>32.44 (15.76)</td>
<td>33.37 (9.35)</td>
<td>46.45 (19.88)</td>
</tr>
<tr>
<td>M LARGE</td>
<td>29.87 (15.43)</td>
<td>30.88 (15.99)</td>
<td>43.46 (19.65)</td>
</tr>
</tbody>
</table>

Table 6. Mean user task load. SD is shown in brackets, statistically significant differences are indicated via raised letters (for within).

Analysis of mean values in the TLX subscales showed statistically significant differences for physical demand ($\chi^2(2) = 22.691, p < .05$), effort ($\chi^2(2) = 16.074, p < .05$), and frustration ($\chi^2(2) = 15.340, p < .05$). Table 7 shows the mean values for these subscales.

A Wilcoxon signed-rank test showed that the physical demand was statistically significantly higher for MOVE when compared to PAD ($Z = -4.251, p < .016$) and TOUCH ($Z = -3.354, p < .016$). The effort was also statistically significantly higher for MOVE when compared to PAD ($Z = -3.321, p < .016$) and TOUCH ($Z = -3.153, p < .016$). The level of frustration was statistically significantly higher for MOVE when compared to PAD ($Z = -2.909, p < .016$) and TOUCH ($Z = -2.791, p < .016$). Subscales that indicated statistically significantly different mean values are shown Table 7.

A Mann-Whitney-U-Test showed a statistically significant difference for display size when comparing novelty for PAD ($U = 48.5, p < .05$, with $M_{LARGE} = 0.57$, (SD = 0.89) and $M_{SMALL} = -0.30$, (SD = 0.84)), and TOUCH ($U = 47.5, p < .05$, with $M_{LARGE} = 1.00$, (SD = 0.73) and $M_{SMALL} = 0.09$, (SD = 1.02)). In these two conditions, LARGE led to a more novel impression of PAD and TOUCH.

### Subjective Preferences

Concerning the subjective preferences of input modalities, we asked participants to rank them. For analysis, we gave input modalities scores based on their ranked position (e.g. 1 for the input device ranked best, 2 for the one ranked second, and 3 for the least preferred input modality). Table 9 shows the mean scores based on the given ranks.

Results show that participants preferred PAD and TOUCH compared to the MOVE condition. PAD was rated best by 12 participants. Concerning the PAD, participants specifically preferred the "quick, efficient and easy interaction" (P14) and the possibility for "fast navigation" (P19). In addition, participants liked the fact that it required "less movement" (P10) than the other conditions. Fourteen participants rated TOUCH as their favourite input modality. Concerning TOUCH, participants specifically liked the "intuitive interaction" (P20) and the "direct manipulation" (P4) that allowed for a "good overview over the canvas" (P28) and a "direct way of navigating towards the items" (P11). Out of 28 participants, 19 ranked MOVE to be the least preferred input device. Reasons for that were mostly the "cumbersome" (P32) interaction as participants often felt that navigation was "jerky" (P9). In particular, the use of the trigger was perceived as "disruptive" (P15).

### DISCUSSION

In our discussion, we address the three research questions (RQ1 - RQ3) regarding the aspects of spatial memory, efficiency, and user satisfaction.
Spatial Memory
Regarding the performance of spatial memory, we measured the navigation performance (ratio of actual navigation path and shortest possible path) and participants’ object location memory (distances of the placed items to the correct location in the reconstruction task). Our results concerning the two measurements match, however they contradict the results regarding the efficiency of task completion.

Our results show that the display size has a positive impact on the navigation performance in the conditions TOUCH and MOVE. With these two input modalities, participants performed statistically significantly better in the LARGE condition. These findings are similar to previous research that a larger display positively influences spatial memory [27], however our findings show that this is only the case for interaction modalities that provide kinesthetic cues (TOUCH and MOVE), suggesting that this effect only occurs when arm movements are sufficiently large. We could also observe that TOUCH resulted in a steeper learning curve for navigation path length across the blocks, levelling off earlier than those for PAD and MOVE (see Figure 2). Our findings are in line with previous research that kinesthetic cues and direct interaction improve navigation performance in panning interfaces [11, 28].

Results regarding the object location memory go even further, showing more accuracy for MOVE. This effect was statistically significantly different between PAD and MOVE for LARGE. However, differences between TOUCH and PAD were not statistically significant. This finding resonates with [20] as spatial memory was not found to be influenced by direct interaction in touch-based interaction. Nonetheless, the statistically significant improvement for MOVE in LARGE suggests that kinesthetic cues in gesture-based interaction indeed positively impact on spatial memory.

In summary, we conclude that embodiment impacts on the performance of spatial memory, as kinesthetic cues in the LARGE condition lead to better navigation performance when working with TOUCH and MOVE. In addition, object location memory performance is increased when interacting with MOVE suggesting that – in gesture-based interaction – the involvement of kinesthetic cues does not only lead to a better navigation performance but also positively influences object location memory. This finding could not be replicated for touch-based interaction.

Efficiency
Regarding the efficiency, we were particularly interested in how the different aspects of embodiment impact on participants’ navigation speed and task completion time. Although, we assumed that these two measurements should be correlated, our results showed unexpected differences regarding these two measurements between the different input modalities and display sizes.

As expected, PAD resulted in statistically significantly higher navigation speed compared to TOUCH and MOVE. We believe that this result is due to the 1:1 mapping of PAD to the display size. Thus, kinesthetic cues can hamper efficiency by forcing the user to engage in larger arm movements. Interestingly, there was also a statistically significant difference in navigation speed between TOUCH and MOVE, showing that TOUCH was statistically significantly faster. This finding is interesting as the difference in motor activity between these conditions is marginal. However, in addition to the arm movement, participants had to handle MOVE (e.g. pull the trigger) which might have caused them to move at a slower speed. In the TOUCH condition, there was no such device interference. In addition, MOVE required participants to lift their arms, which might have caused fatigue as another possible reason for slower navigation speed.

Our results show that display size positively influences spatial memory when using TOUCH and MOVE, as a smaller display increased the navigation speed for these modalities. This finding was expected as SMALL requires less motor activity. This was not the case for PAD which allowed for equally fast interaction across SMALL and LARGE.

The increase of navigation speed was only partially transferred into task completion time. Although interacting with PAD still resulted in faster task completion time, TOUCH reached similar results and the statistically significant difference found between these input modalities concerning navigation speed diminished when measuring task completion time. This is in line with previous research who did not find statistically significant differences in task completion time between direct and indirect touch input [20]. In our study, PAD and TOUCH resulted in statistically significant faster task completion times than MOVE. These results suggest that the haptic feedback in TOUCH allowed for similar task completion times by compensating for the slower navigation speed. We suspect that it might be a more accurate way of navigating to the item that allowed participants using TOUCH to reach similar task completion times than participants using the PAD. Alternatively, another interpretation might be that PAD allowed for navigation at such a fast speed that users were not able to keep up with. This resulted in the fact that the headstart in navigation speed could not be held concerning the task completion time. MOVE resulted in statistically significant longer task completion times than both, PAD and TOUCH. This shows that participants were not able to apply a strategy that compensated for the slower navigation speed resulting in correlating results of slower navigation speed and slower task completion time for MOVE. We suspect that they had to focus on the interaction with the device when using MOVE, which negatively affected both, the navigation speed and task completion time.

In summary, we conclude that embodiment also affects the efficiency of task completion, as larger motor activities result in slower navigation speed. However, we also showed that parts of the slower navigation speed can be compensated for in TOUCH but not in MOVE. This suggests that haptic feedback allows participants to compensate for slower navigation speed resulting in faster task completion times.

User Satisfaction
Regarding the user satisfaction, we were particularly interested in users’ subjective rating of their task load (measured with the NASA TLX [6]) and their user experience (measured with
As expected, the display size did not profoundly impact on
accuracy and the general behavior of the different input
modalities. Post-hoc tests revealed that MOVE resulted in
a statistically significantly higher task load. Looking at the
subscales, MOVE was rated with a statistically significantly
higher task load onto the user with respect to physical de-
mand, effort, and frustration. Physically handling the device
in addition to the kinesthetic movement might have caused the
physical demand. We believe that the novel way of interaction
required users to put more effort into using the device and
problems during usage might have caused frustration. When
looking at the results of the UEQ, we can observe similar
patterns: Here, TOUCH and PAD scored statistically signif-
icate better in the subcategories perspicuity, efficiency, and
dependability, reflecting the benefits of the approved and long-
learned interaction modalities. As MOVE was also rated to
be statistically significantly more novel than the other two
modalities, we believe that it might be due to this novelty, that
it was scored lower on the other scales of user experience.
As expected, the display size did not profoundly impact on
the user satisfaction, as the only difference was that PAD and
TOUCH were rated statistically significant more novel in the
LARGE condition.

In summary, we conclude that both TOUCH and PAD are
rated equally well, both regarding the subjective task load,
and the user experience. However, MOVE was perceived to
acquire a higher task load and resulted in a lower user experi-
ence. Although this is in line with our findings regarding the
efficiency of interaction, it contradicts our findings regarding spatial memory. Higher efficiency and user satisfaction for
PAD and TOUCH was not reflected in the spatial memory
performance.

LIMITATIONS
The accuracy and the general behavior of the different input
modalities might have influenced participants when solving the
task: The 1:1 mapping of PAD and thus the resulting possible
navigation speed might have been unfamiliar to participants as
most of them are used to classic control-display ratios of off-
the-shelf laptops. Also, the novelty and unfamiliar experience
using MOVE might have influenced participants’ interaction
behavior. The visual representation of items, which differed
in their size regarding the two display sizes, can be seen as an-
other possible influence. The perceived visual representation
of items on LARGE was larger in contrast to SMALL, which
might have biased the memorization of items.

IMPLICATIONS FOR DESIGN AND RESEARCH
Summarizing, our results show that embodiment indeed im-
pacts on spatial memory, however not in a straightforward
way. Our measurements regarding efficiency showed that
larger kinesthetic cues (arm movements) resulted in slower
navigation speed which also negatively influenced the overall
task completion time. However, TOUCH (with its direct in-
teraction and haptic feedback) mediated this effect by guiding
towards a more accurate way of interaction. We name this
phenomena the Efficiency vs. Spatial Memory trade-off. The
longer it took participants to use the modality and complete the
task, the more they engaged with the items and remem-
bered them resulting in better spatial memory performance. In
addition, our results also showed that embodiment as imple-
mented in MOVE (gesture-interaction with additional device)
was rated quite negatively with regard to user experience and
task workload. However, it also had a positive impact on the
performance of spatial memory (maybe due to the inconve-
nience of the interaction). We name this phenomena the User
Satisfaction vs. Spatial Memory trade-off.

In the following sections, we discuss how the two trade-offs
can be exploited to influence users’ interaction patterns with
regard to spatial memory. We discuss the implications of our
results for practitioners and show how they can be used to
inform design decisions.

Efficiency vs. Spatial Memory
This trade-off is especially reflected in the strategy employed
when working with PAD. For PAD, participants made use of
the increased interaction speed, resulting in fast interaction
and short task completion times. However, this high speed
came at a cost regarding spatial memory performance, as users
seemed to be less accurate when navigating towards an item and
performed less accurate in object relocation. Regarding
navigation performance, Figure 3 (participants had to navigate
to the item at the left) exemplifies that participants using PAD
tended to overshoot and diverted from the optimal path towards
the end (when they could already see the item). This suggests
that with PAD, participants were less careful to navigate ac-
curately. Contrary to that, participants working with TOUCH
and MOVE interacted in a slower pace, however being more
careful in their navigation precision (compare Figure 3 in the
middle and on the right). Working with TOUCH, this preci-
sion led to surprisingly fast task completion times. Working
with MOVE, it resulted in high object location memory.

Regarding the display size, participants working with TOUCH
and MOVE benefit from larger kinesthetic movements and thus
a larger display as it improves their navigation performance,
however no statistically significant differences between the
two display sizes could be found regarding the object loca-
tion memory. Using PAD, no benefits could be gained when
working on a larger display.

For designers, knowing about the trade-off between efficiency
and spatial memory can bear important implications: Depend-
ing on the task and context, designers need to account for the
specific input modality. For example, desktop applications
(especially for laptops) are often designed for the interaction
with a trackpad. Knowing that this modality scores high on
efficient interaction, designers are encouraged to compensate
for the flipside of the coin: a lower performance in spatial
memory. As the indirect mapping of this input leads to more
speed, long navigation distances can be easily compensated
for. However, this comes at the cost of a less accurate naviga-
tion and a lower accuracy in object relocation. Thus, great care
should be taken to support spatial memory from an application
perspective, for example by easing target acquisition (e.g. with
iceberg targets [31, p. 76], accounting for low accuracy) or
that states that "people are not necessarily performing
We strongly recommend designers to carefully take into ac-
This trade-off is best reflected in the interaction patterns with
satisfaction [24] but also nurtures spatial memory due to con-
that participants take on to fulfil the task at hand.
by providing additional visual cues like e.g. landmarks [30],
On the other hand, when designing systems for large interac-
We were able to identify effects of different combinations
User Satisfaction vs. Spatial Memory
This trade-off is best reflected in the interaction patterns with
Our findings show that especially with gestural input, partic-
CONCLUSION
In this paper, we studied the effects of different levels of em-
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Figure 3. Visualizations of navigation paths for the subset of participants navigating to the same item on LARGE using PAD, TOUCH and MOVE. The thickness of the paths visualize the sequence of trials. Early trials are thinner.
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