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Abstract

Caregivers often care for patients with functional disabilities. While assisting with a patient’s daily

activities, caregivers are often required to transfer the patient. However, conducting manual patient

transfers poses a risk to the physical health of the caregiver. Although the Kinaesthetics care concep-

tion can help address this issue, existing mechanisms for self-directed training are limited. This thesis

presents a virtual reality system, in the following calledCaregiVR, that can support self-directed training

of ergonomic patient transfers by providing concurrent and terminal feedback. CaregiVR is a combina-

tion of two components: A feedback system for detecting risky behavior related to ergonomics and a

patient transfer task in virtual reality. This thesis focuses on the e�ect of various types of feedback on

self-directed training of ergonomic patient transfers. Theories related to feedback, Kinaesthetics, and

information visualization inform the design requirements of CaregiVR. Relevant works from training

in nursing-care and feedback systems in motor learning provide a foundation for the design process.

A novel sketching template was a part of the design thinking process that facilitates easy conceptu-

alization in the early stages of the design lifecycle. CaregiVR was implemented as a prototype of the

design concept. The thesis proposes a study design for conducting a qualitative user study. This study

design was iterated after a pilot test. Moreover, this work also discusses various techniques to analyze

data collected by the proposed study design. Finally, we look into the bene�ts and shortcomings of

CaregiVR and discuss how future researches could extend this work in various directions.
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1. Introduction

Since childhood, we all evolve physically while learning di�erent motor skills. It is a crucial part of our

growth and understanding of our bodily movements. Training in particular motor skills even in later

life stages is essential for medical professions such as nursing care. As caregivers in nursing care deal

with patient transfers daily, practical training to develop relevant motor skills is crucial. The training

helps the caregivers to perform the patient transfers ergonomically. This knowledge reduces the risks

of mishandling the dependent patients and, in turn, physically straining their own(caregiver’s) bodies.

One of the key aspects of such practical training sessions is providing useful feedback during and after

their training activity. Currently, a professional known as a Kinaethetics expert monitors and provides

feedback during these training sessions. However, in Germany, the integration of methodologies for

ergonomic patient transfers training based on Kinaesthetics’ concept(henceforth referred to as Kinaes-

thetics) only consists of a rudimentary course over three nonconsecutive days. Hence, internalization

and application of the concept in real-world practice often fail. Safe patient handling techniques learned

and understood in theory do not make their way into the job’s practical application.

Recently, mixed-reality technologies have progressed to an extent where we can use them for vari-

ous training purposes. Virtual reality(VR) has been widely used for motor learning due to its advan-

tages, such as simulation of di�erent situations[1], cost-e�ectiveness[2], hands-free interactions[3], and

more �eld-of-view than the current Augmented Reality(AR) headsets. These progressions in technolo-

gies have allowed us to develop virtual reality systems for the training of ergonomic patient transfers.

However, the areas of delivering relevant feedback according to the users’ ergonomics remain unex-

plored.

The upcoming section 1.1 addresses the current issues in practical training in nursing care as a moti-

vation for this work. Next, the goal of this work is highlighted and expands upon the kind of feedback

system that is the focus of this work. Furthermore, in section 1.3, the structure of this thesis is ad-

dressed.

1.1. Motivation

The elderly population (people aged > 65 years) in European countries is rising rapidly. Germany is

among the top three countries with the highest elderly population of 21.45%. The increase in the el-

derly population has, in turn, led to an increase in the number of nursing-care personnel in Germany

[Figure 1.1]. One substantial part of nursing care is patient transfers, which comes under mobility care.

Although transferring is an integral part of taking care of the elderly, it is also a signi�cant cause of

1



1. Introduction

risk in nurses. The physical risks majorly include lower back pain(LBP) due to musculoskeletal strain

and other physical detrimental e�ects such as Musculoskeletal Disorders [4, 5, 6]. Musculoskeletal Dis-

orders or MSDs are injuries and disorders that a�ect the human body’s movement or musculoskeletal

system (i.e., muscles, tendons, ligaments, nerves, discs, blood vessels, Etc.).

To reduce the nurses’ physical deterioration during patient-transfer, courses based on kinaesthetics care

conception are taught in medical schools. However, �gure 1.2 highlights the limitations of the current

educational system for the nurses. The red mark highlights the pain-points in the system. In the existing

curriculum, nursing-care students mostly only take part in one basic kinaesthetics practical training

course over three nonconsecutive days in a formation of three years. This shows that opportunities

to gain practical knowledge are quite limited. Since, from this course, typically no further support

for learning kinaesthetics transfers is provided by these educational institutions [7]. The knowledge

transfer in the �eld from experienced nurses is also limited by the factor that the curriculum changes

over time. The investigation conducted by Dürr et al. (2019) clearly states that nurses report further

need for self-directed practical training. As per the implications, this need is characterized by support

for interactive learning by instruction, feedback, and re�ection mechanisms [7].

Figure 1.1.: The increasing number of nursing care sta� in home care services [8]

Previous researches have e�ectively demonstrated that interactive technologies like smart mirrors [9],

virtual reality [10] and vibrotactile feedback mechanisms [11] can be used for training of movements.

Although these implementations are limited by training movement, including a single-entity(oneself),

the learnings are carefully translated for a system with two entities. There exists a virtual patient trans-

fer system developed by Daniel Schweitzer as a part of his master project. The system, as mentioned

above, tries to mimic the process of a real-patient transfer setting in a virtual reality environment. This

system su�ces some part of the self-directed learning by enabling the learner to experience the pa-

tient transfer in a virtual reality environment. However, other factors like - feedback related to posture

based on kinaesthetics concepts, revisiting, and re�ecting on errors made during the training are not

addressed inherently by the virtual patient transfer system. Hence, there is a possibility to extend the

system based on the factors mentioned earlier. The next section discusses this work’s primary goal of

facilitating ergonomic virtual patient transfer training by integrating feedback methodologies. It also

lays the foundational scope of this thesis work.

2



1. Introduction

Figure 1.2.: Limitations of the current system

1.2. Goal

This thesis intends to investigate how various types of feedback can be delivered to the user to help

them perform self-directed patient transfers in virtual reality ergonomically. Hence, the overall goal of

this thesis can be encapsulated as follows:

To determine the e�ect(s) of providing concurrent and terminal feedback during self-directed

learning of patient transfers in virtual reality.

The aforementioned goal can only be realized by merging the feedback system and a relevant patient

transfer task in virtual reality. It is clear that the feedback can only be provided to the user in a context

related to a task. The system developed as a part of master’s research is hereby referred to as CaregiVR
[Figure 1.3]. To de�ne this work’s contributions clearly, the part highlighted in blue was developed as

a part of this research. The patient transfer task (initially developed by Daniel Schweitzer) is integrated

to generate a coherent system for conducting a research study.

3



1. Introduction

Figure 1.3.: De�ning scope by segregating parts of the CaregiVR system

Previous researches in nursing care have developed an understanding of how MSDs impact health-care

workers, speci�cally geriatric nurses. They also suggest that proper training, including reinforcement

of lifting techniques and body mechanics, is the most important factor in reducing injuries [12]. To bring

the real-world procedure close to the recommended procedure, frequent and timely feedback to the

nurses is critical [13, 14]. As a part of the seminar research, various bene�ts of the feedback modalities

depending on the learner’s learning stage are discussed. Similarly, other research in virtual movement

training has highlighted how di�erent types of feedback can be bene�cial [15]. Consequently, CaregiVR
takes advantage of �ndings in previous research and applies them to provide relevant feedback to the

user during their training. As of current knowledge, CaregiVR is the �rst virtual reality system that

provides instructions and feedback for self-directed training of patient transfers ergonomically.

1.3. Outline

This thesis is structured into six parts ranging from the �rst phase of requirement analysis to the last

phase of system evaluation. The initial chapter already covered the motivation for this work along with

the goal and contribution of this research. The upcoming chapter 2 covers di�erent theories to better

understand this work’s content and provide an overview of the rationale behind certain decisions. In

chapter 3, the related works are discussed, which helped to de�ned the goal and scope of the CaregiVR
system. Chapter 4 expands upon the conceptualization process based on the previously generated

requirements. The initial concepts and their �nal iterations are described as a part of this chapter.

Moving further, chapter 5 realizes the interaction concepts �nalized previously. It also dives into the

primary hardware requirement and analysis performed before developing the feedback system. Study

design and details regarding implications of pilot study �ndings are part of chapter 6. Finally, chapter 7

discusses the future implication of this research and the work is concluded in chapter 8.
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2. Theoretical background

Before proceeding with literature research by analyzing related works, it is essential to understand

the theoretical background in the context of the system. At �rst, CaregiVR is a virtual reality training

system, and it is essential to skim through some virtual reality basics. Section 2.1 explores the basics

necessary from a perspective of training in VR. Next, the working context of the CaregiVR system is for

the training of nurses. Thus section 2.2 provides a short introduction to Kinaesthetics. In the succeeding

section 2.3, we delve into two consequential types of feedback that are the focus of this thesis. Finally,

CaregiVR will provide this feedback to the user(nurses) using di�erent visual and auditory modalities.

One of the critical modalities is vision; it can quickly increase the user’s cognitive load. Hence, in

section 2.4, we look into the literature related to information visualization that helped us inform design

decisions during the conceptualization phase.

2.1. Virtual reality for training

The primary purpose of virtual reality(VR) is to place a person in a stimulated environment that resem-

bles a real-world. The person in this synthetic environment has a sense of self-location within it and

can explore the environment around him/her by interacting with it. Immersive VR training systems

are already being used for movement training purposes ([16], [9], [10], Etc.). The core components of

VR that makes it immersive are [17]:

� Head-mounted display(HMD) - A tracked HMD lets you see the new visuals of the virtual world.

One can see and interact with the world primarily from an egocentric perspective.

� Tracking - An unobtrusive tracking mechanism is essential to register one’s movements and

manipulate contextual information based on the tracking data.

� Gesture and force feedback - Gloves to interact with the virtual objects and haptics to provide

a sense of touch together add to the compelling VR experience. Tactile reinforcement of the

presence of an object considerably improves the virtual experience for training.

� Stereo sound - A sense of presence and immersion develops when stereo sound helps localize an

object.

5



2. Theoretical background

� Voice synthesis and recognition - Voice input and command recognition, however unexplored in

earlier systems, can lead to a high degree of freedom. Adding voice as an interaction modality

allows one to interact e�ciently when the visual channel su�ers from an overload of information.

The �ve components stated above are considered while designing the concepts and prototype of Care-

giVR. CaregiVR system balances these components appropriately to help deliver an immersive and

engaging patient transfer training experience.

2.2. Kinaesthetics

"Kinaesthetics is the study of movement and perception, which in turn originates from

motion - it is the teaching of the sensation of movement." - translated from German ([18])

Developed during the 80s by F. W. Hatch and L. S. Maietta [19], Kinaesthetics aims to improve the

caregiver’s fundamental understanding of interaction and human movement. One of the main areas

of application is the domain of healthcare. The focus of Kinaesthetics training lies in the movement

support of a care-dependent person in daily activities. By raising awareness of one’s movement and the

counterpart’s movement, one learns to adapt the support in a health-promoting way. Basic Kinaesthet-

ics training is a part of the nursing institution’s curriculum in Germany, where the students are taught

these concepts in a workshop spanning over three non-consecutive days. The Kinaesthetics experts

during this workshop deliver feedback to the students in regards to the quality of their movements.

A central element of Kinaesthetics training is the Kinaesthetics concept system, a teaching tool used to

observe and describe human movement activities from di�erent perspectives. It consists of six concepts

(also known as dimensions): interaction, functional anatomy, human movement, human functions,

e�ort, and the environment as described in Figure 2.1. The techniques taught at the nursing institutions

as a part of the curriculum act as a link between ergonomic patient transfers and these six dimensions

of Kinaesthetics. The techniques are not meant to be followed as a set of instructions but are to be

understood overall for the purpose of practical application.

6



2. Theoretical background

Figure 2.1.: The six dimensions of every Kinaesthetic-based interaction by A. Fringer [20]
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2. Theoretical background

2.3. Types of feedback

Feedback can be de�ned as an information received in response to a task performed. When it comes to

interactions mainly in the �eld of HCI, we can classify feedback based on its relational trigger.

Inherent feedback “is information provided as a natural consequence of making an action”.

In contrast, augmented feedback is external feedback arti�cially presented to the user based

on “information from the measured performance outcome.” [21]

As a part of previous researches, it is generally accepted that augmented feedback, provided by a human

expert or a technical display, e�ectively enhances motor learning [22]. Hence for the purpose of this

thesis work, we will focus on augmented feedback and its types.

Augmented feedback, also known as extrinsic feedback, is de�ned as information that can-

not be elaborated without an external source; thus, it is provided by a trainer or a display.

[21] [23]

Augmented feedback can also be a function in relation to time. Such strategies of providing feedback

can be categorised according to when the feedback was provided with respect to the motor task.

1. Concurrent feedback: Also known as real-time feedback, is provided during the execution of

the motor task or when the movement is being performed.

2. Terminal feedback: Is provided after the completion/execution of motor task. This is bene�cial

for re�ection.

Motor learning aims to enhance complex movements (re-)learning by optimizing instructions and feed-

backs. To train a speci�c motor movement, instructors use speci�c modalities to tailor the learning of

the motor task. For instance, instead of showing the learner corrections, they move the learner through

the motor task’s set-by-step movements. Analogous to this approach, in virtual reality, we can provide

augmented feedback while addressing di�erent modalities. How these di�erent feedback modalities

can be addressed are: vision (screens, head-mounted displays), hearing (speakers, headphones), hap-

tics (robots, vibrotactile actuators), or a combination of them [22]. It is di�cult to determine to what

extent each modality enhances motor learning. However, a direct correlation has been made by Sigrist

et al. 2013 when it comes to motor task complexity and feedback modality. Figure 2.2 illustrates the

e�ectiveness of using di�erent combinations of feedback modalities according to the functional task

complexity. We consider these learnings from previous researches for designing the feedback module

of the patient transfer task of CaregiVR.
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2. Theoretical background

Figure 2.2.: The �gure shows the experimentally con�rmed (solid) and hypothesised (dashed) e�ec-

tiveness of a feedback strategy to enhance motor learning depending on functional task

complexity. The broader the shape, the more e�ective the strategy is [22]

2.4. Visualization - Some general guidelines

As we have brie�y discussed feedback modalities, it is necessary to point out that some of these feed-

back modalities can easily be over-used and cause cognitive overload to the user. One such feedback

modality is the visual channel. As CaregiVR is a virtual reality system, most of the virtual environ-

ment is perceived by our users visually. Visual highlights also provide support for the patient transfer

task. Due to this concern, it is necessary to introduce some theories related to contextual interfaces

and information visualization.

Literature related to contextual interfaces and data visualization provides an understanding of relevant

concepts. Previous research on contextual interfaces has established that users need to interact with

more information and with more interface components that can be conveniently displayed at one time

on a single screen [24]. The works talk about four approaches categorized based on interface mecha-

nisms used to separate and blend views. These approaches are:

� Overview+Detail - uses a spatial separation between focused and contextual views

� Zooming - uses a temporal separation

� Focus+Context - displaying the focus within the context

� Cue-based - selectively highlight or suppress items

9



2. Theoretical background

These approaches can help us to provide necessary information to the learner based on their actions

and surrounding situations.

Another work of interest that later improves the conceptualization phase is from the �eld of informa-

tion visualization. Work written by Tamara Munzner [25] as a part of designing visualizations provides

key insights into core principles of how information visualizations could be designed. The chapter 5 of

the book talks about two fundamental kinds of sensory modalities, namely, the identity and the mag-
nitude channels [Figure 2.3]. We perceive information about what something is or where it is by means

of the identity channels. In contrast, the magnitude channel tells us how-much of something there is.

Further, the chapter presents an interesting medium to present two di�erent types of data - table data-

set and network. Although these two types might sound irrelevant from the naming convention, they

implicitly de�ne the data we need to present to the user of CaregiVR. Table data-set contains data that

can be categorized. We have already mentioned that we will be using an implementation of terminal

feedback. Hence the information represented after the task is performed must be categorized appro-

priately and visually linked. This type of representation is analogical to a network data-set. According

to the literature, these data-types can be well depicted using Marks - for table data-set and link-nodes -

for representing a network data-set.

Figure 2.3.: Expressiveness and e�ectiveness rankings of visual channels [25]

Furthermore, it is said that the most common beginner’s mistake in visualisations is violating the ex-

pressiveness and e�ectiveness principles [25]. We take these understandings from the literature re-

search and later apply them in the chapter 4 of concept design.
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3. Related work analysis

After gaining an adequate understanding of the relevant theories to this work, we now focus on the

initial requirement analysis part and what is later used in designing the CaregiVR system. Though direct

user interviews were not conducted, relevant pieces of information from previous works in the nursing

and movement training domain were shortlisted and analyzed to derive system requirements.

Section 3.1 provides an overview of the related works from two perspectives. Firstly, systems that sup-

port learning in nursing and secondly system that support movement training. The overview of these

systems would allow us to determine the requirements of CaregiVR, a system focussed on providing

feedback to movement training in nursing care. Section 3.2 utilizes these requirements as a blueprint to

conduct an in-depth analysis of previous works in movement training and what learnings and essential

aspects can be carried forward in CaregiVR’s system concept design.

3.1. Overview of related works

When it comes to ergonomic patient transfers training, there are very few systems that employ mixed

reality display technologies. However, there have been various researchers who explored mixed reality

possibilities in other parts of nursing care like intravenous catheter training system[26], simulator for

learning nasogastric tube placement[27], and medication administration[28]. Although this limits the

learnings available, it also paves a way to clarify what this thesis contributes. We will brie�y discuss

digital systems in nursing care, which would help us better understand the requirements.

3.1.1. Systems related to training in nursing care

System by Huang et al. [29] is one of the closest work in related to self-directed training of patient

transfers. It employs a robot patient that can replicate the patients who are su�ering from mobility

problems. The system allows a trainee to have voice interaction with the robot patient. This kind of

input modality is interesting when it comes to training a complex task like patient-transfer. However,

this system is limited by providing feedback only related to voice interactions and mobility of patient’s

joints. To take our analysis further, an interesting system that provides feedback for the ergonomic

patient-transfer training is introduced by Huang et al. [30] in 2014. This system trains nursing students,

and it tracks the user during the training session. The system uses RGB-D sensors to determine the

errors in the posture of the trainee. Though the system requires another user to act as a patient for
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3. Related work analysis

training, the user tracking and feedback mechanism is interesting from the system development point of

view. The feedback is terminal in nature and is provided by a desktop computer interface that presents

users with a checklist and videos. The results of the experiment conducted by the authors showed a

more signi�cant improvement in the participants who used this system. Another system by Kopetz et

al. [31] explores the possibility of providing instructions using smart glasses during patient-transfer

training. The system evaluates a realistic use-case setting with 29 nursing students as participants.

Result analysis by the authors showed that smart glasses could potentially support skills training in

nursing care. Both of the works mentioned above [30] [31] focus on transferring a patient from a bed

into a wheelchair. Though these systems provide insights into providing di�erent types of feedback,

namely terminal and concurrent, we need to explore some works that would give us information about

what metrics are to be considered for feedback related to a user’s ergonomics.

Figure 3.1.: Low vs. high risk motions

for each metric [32]

One of the critical studies conducted by Muckell et al.

(2017) directs us towards reducing the injuries in Direct

Care Workers(DCWs) employed by nursing and residential

care facilities. In their work, the authors conducted an ex-

ploratory study using the body tracking system. They used

3D video feed and wearable sensors to track the direct care

workers’ bodies to detect risky patient transfer behavior.

This study highlights four key risk-metrics, common in dif-

ferent lifting and carrying techniques [Figure 3.1]. These

risk-metrics consider important factors to stress the disc,

vertebra, muscles, and ligaments of the low back. To sum-

marize, these risk-metrics eventually focus on the MSDs

mentioned as part of the goal and motivation of CaregiVR.

We will consider these risk-metrics later as an essential part

of our prototype. These risk-metrics are as below:

1. Detecting Wide Support Base

2. Detecting Squat

3. Detecting Good Posture (Upright Stance)

4. Detecting Good Posture (Avoid Spine Twist)

Furthermore, there are two digital systems named Nurse-

Care [33] which is smartphone-based, and KiTT [34] which

is tablet-based which directly explores the training of er-

gonomic patient transfers using technology. Both systems

by Dürr et al. also employ feedback mechanisms on the

concurrent and terminal level. NurseCare system facilitates

both kinds of feedback for the user. The terminal feedback

provided is in a long-term format where nursing students

can re�ect on their errors. While the KiTT system provides
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support during the training session, the feedback provided

as a part of this system is mostly terminal using an RGB video recording. The feedback aspects of both

of these digital systems are interesting as they employ di�erent methods for the trainee to re�ect on

their learnings.

Overall, all the systems reviewed related to nursing care training either require a second human entity

or lack in-situ feedback related to ergonomics. This strengthens the contribution of this work which

addresses three key points - (i) Self-directed training, (ii) Patient transfers, (iii) Concurrent and terminal

feedback related to trainee’s ergonomics.

3.1.2. Systems that support movement learning

In past two decades, there has been a signi�cant research done in the area of movement learning using

technology. However, most of these systems support learning of movements involving a single entity.

For example, learning of full-body arbitrary movements [9], learning of simple arm movements [16],

support learning of physiotherapy exercises [35].

Systems like Stylo & Handifact [36] and Naviarm [37] utilize haptics for real-time feedback to the users.

The haptics also act as an unobtrusive medium for delivering feedback specially for complex tasks.

In addition to these, there are also works that allows learning of complex movements like salsa dance

in virtual reality [38]. Furthermore, system by Takala et al. [39] allow for training of martial arts. Both

of these system include a second virtual entity in VR which allows them to train by themselves. These

works are highly relevant from feedback perspective as they extend the feedback mechanisms beyond

conventional ways by employing VR.

3.1.3. Key factors to analyze the training systems

A quick overview of related systems can provide us with factors that we analyze in current systems,

which will help us as takeaways for CaregiVR. On over-viewing the previous works in respective do-

mains, we have narrowed down key factors for an envisioned system like CaregiVR. Further, we look

into what these factors are and what do they mean in this work’s context.

1. Supported perspectives

They types of viewing perspectives supported by the system for delivering feedback

2. Extent of tracking

To what extent is the body of the user being tracked

3. Types of feedback
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3. Related work analysis

The types of augmented feedback are covered by the training system

4. Feedback modalities

The types of feedback modalities utilized to inform the user of an error

3.2. In-depth analysis of related works

We will now take the aforementioned key factors and analyze some relevant movement training sys-

tems in-depth. We will look into how various factors are realized using certain technologies. We will

also discuss the advantages and disadvantages of certain implementations. Later, we will conclude this

chapter by summarizing our �ndings for our concept designing phase.

3.2.1. YouMove

YouMove is a system for learning full-body movements [9]. This signi�es that the whole body of the

user is tracked during the training process. The system comprises a half-silvered mirror in which

the user can see his/her re�ection. The mirror is superimposed with graphical overlays to provide

instructions and guidance to the users. The superimposed virtual skeleton on the user’s re�ection

makes the user imagine the movements from a third-person perspective.

Figure 3.2.: Overview of YouMove System [9]

The instructions provided to the user are in terms of audio cues and adaptive movement graphic over-

lays. This is one of the only systems which dynamically adapts the speed of guidance overlays according
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3. Related work analysis

to the user. YouMove notably focuses on user-driven learning by allowing the user to select their level

of expertise. It also supports both concurrent and terminal feedbacks. Figure 3.3 shows the anomaly in

posture conveyed to the user by highlighting the knee-joint in red.

Figure 3.3.: Concurrent feedback in YouMove System [9]

While the terminal feedback is provided as a summary at the end [Figure 3.3]. During this feedback

summary, the user is provided with keyframes and can watch each moment’s aggregated errors. While

the feedback is displayed, the user can still see their re�ection. This still helps the user to understand

a particular frame posture by again performing it without any system assistance. The learner can also

see their video compared to an expert’s video while performing the same movement. The video helps

to re�ect on learner’s errors.

The system uses the Root Mean Square Error (RMSE) as a measure of learning, which is limiting in

terms of providing accurate errors. But this method works similar to threshold detection mentioned by

Muckell et al. [32]. Some of these systems’ features can prove bene�cial while designing the interaction

concept of CaregiVR.

3.2.2. Physio@Home

Physio@Home guides people through pre-recorded physiotherapy exercises using real-time visual

guides and multi-camera views [35]. This work domain closely relates to what should potentially be

addressed by our system for learning patient transfers. Physiotherapy exercises also require a level of
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3. Related work analysis

Figure 3.4.: Terminal feedback in YouMove System. Errors in joint position are indicated by red circles

[9]

correctness to avoid any injuries. Usually, the patients are also assisted/trained by an expert - phys-

iotherapist. However, after some time, the patient has to perform these exercises by themselves. The

system is limited to tracking upper body movements only. But, it supports multiple camera views for

the user - top view and front view of the user’s arm movement. This multi-view approach helps in

depth-perception when the movement is perpendicular to the camera. The visualizations shown in

both the view are generated correctly because of an integrated tracking mechanism. Physio@Home

addresses the guidance and feedback requirements quite extensively. The system uses something de-

�ned by them as a Wedge visualization for displaying the exercise’s movement characteristics. This

visualization acts as both guidance and real-time feedback for the learner. The wedge visualization is

composed of a movement arc, a directional arrow, the nearest arm, and a top-down angle [Figure 3.5].

This implementation of real-time visual guidance and feedback can prove bene�cial for our scenarios

of learning patient transfers.

Figure 3.5.: Wedge visualization in Physio@Home [35]

As terminal feedback, the system allows the learner to playback their recording and shows error metrics.

The error metric provided after the exercise is generated by comparing the learner’s movement with

the pre-recorded movement.
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3. Related work analysis

3.2.3. EXILE: Experience based Interactive Learning Environment

The motivation behind developing Exile was the hyper-aged society of Japan. This system was built for

promoting the health of the elderly people not necessarily dependent on the nurses [40]. However, this

system’s important factor is the complexity of the movement and focus on the safety of one performing

it. Though the EXILE system’s overall goal di�ers from ours, the intricacies of system implementation

overlap with the goals of CaregiVR. The system uses tracking for the whole scope of the body. The

user feedback provided is based on overlapping the skeleton of the instructor on the learner. Visual

concurrent feedback is provided by thresholding. If the movement’s angle exceeds a speci�c limit, the

system warns the learner of the imperfection in their movement. This particular part of implementation

can be used as a basis for full-body tracking in our envisioned system. It would be bene�cial for nurses

training for patient transfer movements, as MSDs such as lower back pains occur due to incorrect

postures.

Figure 3.6.: EXILE system highlights [40]

3.2.4. Onebody: Remote Posture Guidance System

Onebody is a virtual reality system for remote posture guidance using a �rst-person perspective [41].

The system utilizes the Microsoft Kinect sensor for skeletal tracking of an instructor and a student

who are not collocated. By overlaying the virtual avatars of the instructor and the student [Figure 3.7],

the system creates a visualisation of �rst-person perspective to deliver movement instructions. The

system generates an error value when a particular movement is completed and then compares it to

the instructor’s pre-recorded movement. The system shows upper limb visualization from the trainer’s
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3. Related work analysis

perspective. However, the learner can also observe the whole body movement mirrored in front of them

during the whole process. This also helps the learner understand movement dynamics from alternative

angles, a crucial implementation takeaway for our work.

Figure 3.7.: Overlapping avatars [41]

3.2.5. Superimposing 3D Virtual Self + Expert Modeling for Motor Learning

Le Naour et al. [42] developed this virtual reality system to help with the learning of throwing move-

ment in American football. The system has full body tracking of the learner. It highly focuses on

utilizing augmented feedback in virtual reality to improve trainee performance. The authors compre-

hensively discuss the application of two types of augmented feedback - concurrent and terminal. The

study conducted by the authors focussed on identifying the advantages of using VR-based feedback for

motor learning. [Figure 3.8] shows the system setup for training of ball throwing movements.

This system utilized motion capture system to determine the motor execution improvements in addi-

tion to the generic accuracy measure. These kind of measures would be bene�cial for CaregiVR because

of the underlying philosophy of Kinaesthetics concept system. The concepts of Kinaesthetics ask the

learner to develop an overall understanding of the bodily motor movements in relation to that of the

dependent patient rather than following a set of instructions [2.2]. Furthermore, the motion capture

mechanism allows the system to reconstruct the whole body movements of the learner. These move-
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3. Related work analysis

ments can be played back to the learner as terminal feedback. This feature is specially interesting as it

leverages the VR capabilities and goes beyond simply showing a video recording.

Figure 3.8.: System overview of Superimposing 3D Virtual Self + Expert Modeling for Motor Learning

[42]

3.3. Conclusion

The detailed analysis of relevant works are summarized in table 3.1 according to the four key factors

that we initially discussed as a part of this chapter. We will carry these �ndings forward to our next

chapter and will look into how they in�uenced certain design decisions during the conceptualization

phase. Though these related work analysis are not a direct indication of what and how the CaregiVR

system should be developed, they provide a foundation to this thesis work to extend upon.

19



3. Related work analysis

N
a
m

e
o

f
s
y

s
t
e
m

S
u

p
p

o
r
t
e
d

p
e
r
-

s
p

e
c
t
i
v
e
s

E
x
t
e
n

t
o

f
t
r
a
c
k

i
n

g
T

y
p

e
s

o
f

f
e
e
d

b
a
c
k

F
e
e
d

b
a
c
k

m
o

d
a
l
i
-

t
i
e
s

Y
o

u
M

o
v
e

T
h

i
r
d

p
e
r
s
o

n
F
u

l
l

b
o

d
y

C
o

n
c
u

r
r
e
n

t
a
n

d

t
e
r
m

i
n

a
l

A
u

d
i
o

-
v
i
s
u

o

P
h

y
s
i
o

@
H

o
m

e
T

h
i
r
d

p
e
r
s
o

n
U

p
p

e
r

b
o

d
y

C
o

n
c
u

r
r
e
n

t
a
n

d

t
e
r
m

i
n

a
l

V
i
s
u

a
l

E
X

I
L

E
T

h
i
r
d

p
e
r
s
o

n
F
u

l
l

b
o

d
y

C
o

n
c
u

r
r
e
n

t
a
n

d

t
e
r
m

i
n

a
l

V
i
s
u

a
l

O
n

e
b

o
d

y
F
i
r
s
t
-
p

e
r
s
o

n
F
u

l
l

b
o

d
y

T
e
r
m

i
n

a
l

V
i
s
u

a
l

3
D

s
e
l
f

+
e
x
p

e
r
t

F
i
r
s
t

a
n

d
t
h

i
r
d

p
e
r
-

s
o

n

F
u

l
l

b
o

d
y

C
o

n
c
u

r
r
e
n

t
a
n

d

t
e
r
m

i
n

a
l

A
u

d
i
o

-
v
i
s
u

o

Ta
bl
e
3.
1.
:C

o
m

p
a
r
i
s
o

n
o

f
e
x
i
s
t
i
n

g
t
e
c
h

n
o

l
o

g
i
e
s

f
r
o

m
i
m

p
l
e
m

e
n

t
a
t
i
o

n
p

e
r
s
p

e
c
t
i
v
e
.

20



4. Concept design

After analyzing various related works based on key factors, we now take those factors as essentials

for our system design. In other words, the four key factors mentioned earlier could be considered as

the initial requirements for the CaregiVR system. Firstly, in section 4.1, we discuss the design thinking

process that we follow and some suitable methods for each of those stages. This initial step would

allow us to de�ne a basic structure of a user’s system journey. Later in section 4.2, we employ design

exploration methodologies to extend the user journey’s basics into detailed concepts.

4.1. Design thinking

As a part of their book, Hartson and Pyla [43] de�nes a process called the UX design lifecycle. This

lifecycle divides the process of user experience design into four stages, as shown in �gure 4.1. This

chapter focuses on designing concepts; hence, we will be using methodologies relevant to the �rst two

phases of the UX design life cycle, namely, understanding user needs and creating design concepts.

Most of the parts of understanding needs are covered in the previous sections. Here, we visualize those

takeaways by following methodologies to make them a cohesive part of our later design stages.

Figure 4.1.: UX Design lifecycle [43]
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4.1.1. Persona

Lene Nielsen, in her book "Personas - User Focused Design" de�nes personas as a method that allows us

to "get the same understanding of who the users are, and in what contexts they use the product" across

all stages of a product development [44]. Personas are not just portraits, but they contain a textual

description of a real-user. The picture plays an essential role as it can be used to address the user when

considering certain system design decisions. A user persona was created as part of this work by getting

participant descriptions from previous works in this domain [33] [7] [34]. Following are the details of

the persona.

Figure 4.2.: Persona: Lina

Background: Lina is a 26 years old nursing care

student at the medical academy in Konstanz. She

lives in a shared �at with two other students. Be-

sides studying nursing care, she also works at the

City Hospital as a part-time nurse. In her spare

time, she likes to read novels and play the pi-

ano.

Technical background: Being in her mid-20s,

she is familiar with technologies like smart-

phones and tablets. She often uses a piano learn-

ing app on her tablet. She knows about the con-

cept of virtual reality but has never used it be-

fore.

Kinaesthetics experience: As she is in the �fth semester of her studies, Lina has already attended the

introductory Kinaesthetics course. The course took place over three days as a part of their curriculum.

She was also provided with some theoretical knowledge during this course. However, Lina was not

undergone any follow-up practical training. She is usually motivated to practice ergonomic patient

transfers by herself. However, COVID restrictions and the lack of another member to role-play limits

her ability to do so. If she �nds a member to practice her workshop knowledge, Lina feels that she lacks

relevant feedback. Although the Kinaesthetics coach is part of the sta� hospital where she works, the

COVID restrictions have led to extreme precautionary measures, limiting the coach’s availability.

Goals: Lina is a self-motivated learner and would like to develop her skills to help her with better

patient transfers during her work in the future. She wants to learn with appropriate feedback to avoid

integrating inaccurate techniques within her. She is open to trying out newer technological solutions

which would enable her to achieve her professional goals.

4.1.2. User journey

On clarifying the system’s target user, we now generate some crucial parts of a user journey that would

help us de�ne a process for sketching the steps in the design exploration section. For this particular user
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journey, the user’s goal (Lina’s goal) is to train for ergonomic patient transfers by herself. Figure 4.3

shows the essential steps of the user journey and is described below.

Figure 4.3.: Steps of the user journey

The user journey is divided into seven steps. The series of steps are performed in a sequence from

top to bottom. The cyan-colored text enclosed in an oval depicts the emotion of the user during the

corresponding step. This user journey map allows us to develop a system sequence and understand our

system’s emotional impact on its user.

4.1.3. Template design for sketching VR concepts

As a part of a usual design process, designers can directly move onto the next phase of exploration

after de�ning a scenario or a user journey. This next phase usually involves sketching and generation

of medium-�delity wireframes. However, since CaregiVR is a virtual reality system, it was essential to

have a basic template to sketch the system design’s contextual aspects. This kind of template generation
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is signi�cant as virtual reality is a 3D user interaction space, and depth plays a vital role in showing

some elements better.

In their paper, Talbot et al. (2020) explain why free movement and immersive 3D pose challenges

to traditional storyboarding methods. Virtual reality being a 3D interactive space, a sketch on blank

paper lacks in maintaining spatial e�ciency and intuitive reading of storyboard. A powerful suggested

solution is to bind the several perspectives together to represent a speci�c point in time [45]. This would

help balance the three-dimensionality, spatial e�ciency, and ease of creation. This would, in turn, also

help for an easier understanding of the virtual reality scene to the reader. After consolidating these

ideas, a template was generated as a part of this work on which storyboard related to virtual reality can

be sketched. The aspects taken into consideration were the �eld of view, comfortable head-turn zone,

limits of depth perception (min. and max. distances).

Figure 4.4.: Field of view based on comfortable head rotation ranges

Most of the commercial virtual reality headsets have a �eld-of-view of around 94-degrees [46]. The

person wearing the headset can rotate their head comfortably to up to 30-degrees to the side. The

maximum a head can be rotated without over-stressing the neck muscles is 55-degrees. The visual

representation of this data is shown in �gure 4.4.

Figure 4.5.: Viewing distance based on comfort and strength of stereoscopic depth perception
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Next, we look at the distance. Humans have evolved to pay more attention to objects that are closer.

The minimum comfortable viewing distance in a Head-Mounted Display(HMD), before a user starts

going cross-eyed, is 0.5-meters (Oculus now recommends a minimum distance of 0.75-meters [47]).

Beyond 10-meters the sense of 3D stereoscopic depth perception diminishes rapidly until it is almost

unnoticeable beyond 20-meters. So this gives us a sweet spot between 0.5-meters to 10.0-meters where

we can place important content [Figure 4.5]. Furthermore, �gure 4.6 shows a two-dimensional repre-

sentation of a virtual scene by stitching several frames together. The labeling in the �gure explains

what each section of the 2D image represents in 3D.

Figure 4.6.: 2D representation of the �eld of view sketching template with labelling

Now that each part of the template has been explained, it is easier to understand the upcoming section’s

sketches. Figure 4.7 uni�es all the modules of the virtual reality storyboarding template. This template

provides a necessary base that makes it easier to portray the ideas for design discussion and feedback.

The next section explains the process of how the design exploration was conducted by looking into

literature from other relevant domains and brainstorming ideas.
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Figure 4.7.: Consolidated storyboard sketching template with guidelines

4.2. Design exploration

The main intent of the design exploration phase is to generate ideas of how the feedback delivery

mechanisms of the CaregiVR system would function. The underlying assumption here is that we have

a patient transfer task in virtual reality already available. This assumption was also clari�ed earlier as

a part of the introduction.

In regards to concurrent feedback, researchers have shown that using multi-modal feedback for com-

plex tasks could be bene�cial [7]. According to the literature, a combination of audio-visual feedback

modalities is considered a decent replacement for haptics [48]. For complex tasks like ours, the audio

cue helps to gain the learner’s attention since their visual senses are already engaged. At the same

time, the visual cue provides the necessary system message to the learner. Another important aspect of

the feedback system - The terminal feedback module. Terminal feedback plays a vital role in re�ection

and helps with longer retention [15] Since the training task has already been performed, this type of

feedback can be more verbose. Furthermore, the learner now has a single point of focus - i.e., to analyze

their performance.
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As a part of this section, we will see some sketched ideas for delivering feedback to the user during

di�erent times. The later part of the section converts these sketches into a storyboard scenario based

on our previously de�ned user journey.

4.2.1. Sketching ideas

There are multiple ways in which solutions can be designed. One of the common ways to visualize

the ideas occurring in the brainstorming sessions is sketching. The Sketching User Experiences book

by Bill Buxton [49] clearly suggests approaches that are useful for putting ideas onto the paper. There

were multiple iterations of the design concept sketches. Also, some sketches were iterated once the

prototyping staged was commenced. However, to simplify the understanding of this thesis document,

the sketches are consolidated to deliver better reading experience.

Figure 4.8.: Sketching the process of delivering concurrent feedback

Figure 4.8 shows the sketch of the concurrent feedback. The idea is to provide an audio cue to the

learner if any risk metric error value(s) exceeds a certain threshold. Along with this cue, a window

pops up in the top left view of the HMD. This view highlights the part of the body which is a�ected(in
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the left half). In the right half of the window, an animation is shown as to how the error in posture can

be �xed. Figure 4.9 provides a sketch of a detailed �rst-person-view from the HMD.

Figure 4.9.: Sketch showing concurrent feedback shown from the learner’s point of view

This approach seemed good for showing errors to the learner in real-time while performing the patient

transfer. However, on gathering feedback by conducting a cognitive walkthrough, it was realized that

the task is already too complex. Hence, showing so much information to the user at once would cause

cognitive overload. Also, in the sketch, we are looking at a particular moment in time. However, while

performing patient transfers, the movements are carried out in one single �ow. Hence the animation

would not be able to account for the time synchronization required. The user would have already

moved ahead until the animation of the potential �x would have been completed. So the right half of

the tag-along window [50] was removed from the concept, and just the highlighting body part concept

was taken forward with the implementation. This is also a good approach as our system’s potential

users will be nurses who already have had basic training in the Kinaesthetics-based patient transfers

as a part of their curriculum. Hence just knowing which error to �x would help the learner to improve

their movements via training.
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Figure 4.10.: Sketched concept for terminal feedback
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Figure 4.10 shows a combination of frames representing the terminal feedback concept. The idea here is

that, once the learner completes the virtual patient transfer, he can step back and see his own recorded

movements. During this recording playback, the user has the ability to move in the virtual space and

observe his recording from di�erent perspectives. Also, during this playback, the learner is presented

with two user interfaces(UIs). The UI canvas on the right is an animation timeline with spaces provided

for error markings related to the four risk-metrics. The information association within this timeline is

based on the visualization theory by Tamara Munzner [section 2.4]. While the UI canvas on the left is

an animation controller that has options to play or pause the recording or traverse between the errors

shown on the animation timeline. Taking inspirations from the visualizations theories [section 2.4], the

user also sees a UI label speci�c to an error related to a body part. This information is context-based

which depends on the user’s position and gaze direction.

4.2.2. Storyboarding

The storyboard explains a scenario consisting of the target user. It also highlights the key features of the

envisioned system. We utilize the previously introduced persona named Lina. Lina wants to practise

patient-transfers by herself. At medical school, she is introduced to a new virtual training system using

which a person can practice patient transfers by themselves. Lina decides to give this training system

a try.

1. Lina enters the room that has the virtual patient transfer training system already setup. She starts

the application and wears the HMD, the gloves along with all the sensors.

Figure 4.11.: Lina starts the virtual training application and wears the hardware
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2. Lina enters the VR environment and sees a virtual patient lying on a bed. She sees some instruc-

tions and gets prepared.

Figure 4.12.: Lina enters virtual reality and sees a virtual patient laying in the bed

3. Lina moves towards the patient and starts following the instructions to transfer the patient from

the bed to chair.

Figure 4.13.: Lina moves towards the virtual patient and start performing transfer movements

31



4. Concept design

4. As Lina bends to move her hands further under the patient, she hears a sound and sees an avatar

with back highlighted in her �eld-of-view. She immediately realizes that the feedback is because

of her spine bend. She �xes the error instantaneously and continues with the patient transfer.

Figure 4.14.: Lina receives a visuo-audio feedback in her headset

5. Lina successfully moves the patient in a seating position and completes the transfer.

Figure 4.15.: Lina successfully completes the patient transfer
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6. As Lina steps back from the virtual bed, he sees an avatar spawning at her initial location. At

the same time a recording timeline UI pops up. Lina plays the animation and reaches her point

of spine bend error. Here she pauses the 3D recording reconstruction.

Figure 4.16.: Lina starts seeing her complete patient transfer movement in virtual reality

7. As Lina moves towards the bed again, the UI controls fade away and the system displays more

contextual information. Lina can now see a tool-tip anchored to her avatar’s lower back showing

the error value of 60 degrees of spine bend. This was reported as a critical error by the system.

Figure 4.17.: Lina re�ects on the errors she made during training
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8. Lina re�ects on her mistakes during the training session and now has a better understanding of

applying kinaesthetics concepts in patient transfers. She feels more con�dent and is happy to

practice by herself.

4.3. Conclusion

In this chapter, the methodologies used in the design thinking process were discussed. It also detailed

a unique concept template for sketching ideas for VR concepts. Furthermore, the concept sketches

generated were converted into a storyboard which covers the main user journey as a scenario. The sto-

ryboard will help us to �nalize hardware requirements and other constraints for system development.

The next chapter covers implementation of the concept as a prototype.
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After visualizing the system, the prototype concept of CaregiVR was realized. We already knew that

the platform for development would be Valve Index based on the SteamVR coordinate system. The

choice was restricted because the patient transfer system developed by Daniel Schweitzer uses this

platform. Also, Valve Index has a potential advantage in that it provides a microphone for speech

input. Although some hardware decisions were pre-requisites concerning existing implementation,

some other requirements needed �nalization. This chapter includes the hardware requirements that

were de�ned at the start of the prototype development. These requirements helped us to compare

the existing technologies. Moreover, they assisted us in choosing a viable platform for developing our

feedback system. In section 5.2, we discuss how the two feedback system modules were realized and

their integration in the existing VR patient transfer task. Finally, we discuss certain limitations of the

CaregiVR system in section 5.3.

5.1. Hardware requirements and comparison of existing technologies

The outcome of the design thinking process directs us in the direction that the requirements of the

system can be segregated into two main criteria:

1. Body tracking

2. Output to the user

Body tracking

Body tracking means the positional measurement of bodies in a de�ned space. It is required since we

need to calculate values for the four risk-metrics. These values can be calculated if data points for the

body are available to us for development. When it comes to body-tracking, various speci�cations need

addressing. These requirement speci�cations are as follows:

� Quality of tracking

It represents how accurate/precise the tracking system is in varying conditions.

� Calibration

The complexity involved in calibrating the system.
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� Motion capture

The complexity of storing leaner’s body data points and retrieving them at a later stage for anal-

ysis.

� Experience

The e�ect of tracking hardware on the user experience of the system.

� Flexibility of development

Due to COVID-19 restrictions, it is important to understand whether the development and testing

will always require a lab setting or be done remotely.

� Reliability

If the hardware can track reliably for long periods of running times.

� Clothing restrictions

The e�ect of user clothing on body tracking.

� Portability

If the tracking system can be easily carried, set up, and used without hassle.

Output to the user

Output to the user covers the visualization part. This requirement criterion covers how the risk metrics

data is displayed to the user. Since we are developing a feedback system for a virtual reality, it is evident

that a head-mounted display would be necessary. Hence, this criterion mainly describes how well the

tracking system could integrate with the HMD output. In our case, the HMD used will be HTC Vive

or Valve Index, as it is used as a base by Daniel Schweitzer for his master project. The requirement

speci�cations for this criterion are:

� Latency

It covers the time delay between the learner’s input to the instruction acknowledged by the sys-

tem. This is necessary since there should be a minimum delay between the tracking of error

related to the risk-metrics and the user getting informed about them. Output latency signi�-

cantly impacts the realism and overall experience of the system.

� Playback of recorded movement

It covers whether the motion capture data from the body-tracking be easily translated to the

user’s output environment.

5.1.1. Comparison of existing technologies

Multiple body-tracking technologies can work in conjunction with a virtual reality system. A detailed

analysis of existing tracking technologies is a part of the master’s project report. However, to keep this
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document concise, we will look at the summary of their comparison. Also, details of the tracking system

utilized in development will be discussed. In total, four tracking platforms were tested and analyzed.

Two of the tracking technologies that were tested works by tracking markers/trackers on the user’s

body using multiple infrared-based cameras. In contrast, the other two use single infrared(IR) depth-

camera data to generate a virtual skeleton. Both types of approaches towards body-tracking have their

own advantages and disadvantages. Table 5.1 mentions the names of the body-tracking systems tested

according to their working principles. The overall key factors in deciding a platform were: how many

body points can be tracked? and how well we can track the data related to the four risk-metrics [32].

Depth data from single IR camera Body markers with multiple IR cameras

Microsoft Kinect HTC Vive

iOS device using ARKit3 Opti-track

Table 5.1.: Tracking platforms based on their working principle.

Figure 5.1 provides an overview regarding which points on the body need to be tracked. These points

are relevant to the four risk-metrics mentioned in related works [section 3.1.1]. Tracking these points

of interest on the learner’s body was critical in deciding the tracking platform for the development of

the CaregiVR prototype.

Figure 5.1.: Minimum required tracked data points from the body required to analyse the errors related

to four risk-metrics [32]
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Table 5.2 summarizes the comparison of all the tracking technologies that we discussed so far. The

table helps to gain a holistic view of the pros and cons of each tracking methodology. As an overall

conclusion, the HTC Vive trackers were found to be a better alternative to developing the feedback

system ahead. Following is the detailed analysis of the HTC Vive platform concerning the hardware

requirements.

HTC Vive

The HTC Vive tracking is based on SteamVR tracking technologies [51]. It has three main components:

base stations, sensors on tracked objects, and a host.

Quality of tracking (Precision)
The tracking precision was good and had a tolerance of +-1cm for distances and +-2 degrees for angle

calculations. Figure 5.2 shows how the test was performed. The top part of the image consists of 2

Vive trackers in a real-world setting. They were kept at a distance of 39cm in a lab environment. The

�gure’s bottom part shows two cyan-colored spheres in a virtual reality environment (screenshot is

taken from Unity editor). These two spheres are attached to the Vive tracker movements using the SDK

provided by SteamVR. Hence the relative distance between the spheres provided us with the precision

of the tracking system. The distance of the two blue spheres was shown to be 0.40m in the virtual

environment. This test was performed multiple times, and the average tolerance value for distance

between tracked points was found out to be +-1cm.

Figure 5.2.: Testing the accuracy of distance between the trackers in real world (up) to the tracked

objects in virtual world (blue spheres)
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Latency
The HTC Vive trackers [Figure 5.3] have a higher capture rate of 200Hz/device/second which results

in really low delays [51]. During the testing latency was never an issue with Vive trackers.

Figure 5.3.: The palm-sized HTC Vive trackers

Reliability
A minimum of 2 base stations are required to track the sensors in the HTC Vive environment. The

reliability of tracking increases with the increase in the number of base stations. For our testing, a setup

containing four base stations was used. The tracking was not lost across multiple testing processes and

was resistant to occlusion. This is also because of the fact that each base station contains a 120° multi-

axis laser emitter.

Calibration
Easier one-time calibration of the system which retains the data and can be used multiple times until

the location of setting is changed.

Motion capture
HTC Vive tracking environment facilitates maximum tracking of 9 data points. The motion capture of

these points is supported by the VR environment and can also be translated to humanoid movements.

Playback of movement in virtual reality
Since the Vive trackers are native tracking solution of HTC Vive, the playback of movements does not

require any coordinate system translation. This removes the necessity of writing an interfacing driver

for the coordinate systems to function together.

Tracking risk-metrics
We need 8 tracked data points on the learner’s body to extract the risk metrics [Figure 5.1]. Since

Vive tracking environment can support up to 9 trackers, we should be successfully be able to track the

risk-metrics.
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Tracking experience
Although Vive trackers are palm-sized, mounting 8 trackers on the body will make the bodily move-

ments feel unnatural.

Clothing restrictions
There are no clothing restrictions because Vive trackers can be mounted on the body over the learner’s

clothing.

Portability
The system is not highly portable but still can be moved from one place to another. The base stations

can be easily removed and can be packed together to be taken to another location.

Flexibility of development
There are frameworks available such as Virtual Reality Toolkit(VRTK), which can allow standalone

development of modules without requiring the constant access to a virtual reality HMD.

We found that although the Vive tracker system is less portable, the platform’s pros provide a better

trade-o� than the rest available options. Also, the virtual patient transfer task implemented by Daniel

Schweitzer uses SteamVR. It would later be feasible to integrate the feedback system into it and extend

its functionalities. The initial focus of the system development was on the implementation of the core

features. The �rst core feature being providing concurrent feedback to the learner using real-time risk-

metrics calculations. The second core feature being delivering terminal feedback where the learner can

retrace his movements in a 3D interactive virtual environment. HTC Vive tracking system focuses on

these core features since the coordinate system does not require any translation/conversion. In the next

section, we discuss the prototype’s implementation details using HTC Vive trackers and Valve Index

HMD.

5.2. The feedback system

On successfully choosing a body-tracking approach for the development, we move ahead with pro-

totyping the storyboard scenario’s feedback system. This section has three sub-parts; the �rst part

provides an overview of the system, which will help gain an overall picture of the various modules.

The second part discusses essential details of the feedback implementation. Lastly, the third part shows

the outcome of integrating the feedback modules with the patient transfer task, which forms the Care-

giVR system.
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5.2.1. Overview of the system

A holistic view of the system is provided from two perspectives. Firstly, the �gure 5.4 shows the overall

setup necessary for the system to work as expected. The physical setup of the system requires 2 meters

by 1.5 meters of free space (6.5ft x 5ft), and the maximum distance between base stations of 5 meters

(16ft) [51]. These are the o�cial guidelines provide for the SteamVR tracking which HTC Vive track-

ers use. For CaregiVR, we recommend four base stations for reliable tracking through-out the virtual

patient transfer scenario. However, the system would also work with two base stations placed diago-

nally. During testing with two base stations, there were cases when the tracker location was detected

incorrectly. The learner/user has to be in the area of tracking at all times. During the virtual patient

transfer training, the learner has to wear 6 HTC Vive trackers [Figure 5.3] on their body while wearing

the Valve Index HMD. The Vive trackers are held onto the learner’s body by means of TrackBelt and

TrackStraps mounts [Figure 5.5]. These mounts are easily available on a commercial website like Ama-
zon. Apart from this, the learner holds the Index controllers in their hands. ManusVR gloves in the task

integration step replace these controllers to provide a more natural experience.

Figure 5.4.: Physical setup for the VR feedback delivery system

Secondly, the �gure 5.6 shows the four most important modules of the feedback system. Each module

is represented by a block. These blocks contain classes and storage �les relevant to the correct func-
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tioning of each of the modules. As we have already discussed in the introduction, the main goal of

the system is to deliver concurrent and terminal feedback. Hence, these two modules take most of the

space and time in terms of complexity. Although these two are standalone implementations, most of

the communication between the concurrent feedback module and terminal feedback module happens via

the manager and database modules. The manager module is also responsible for the synchronisation

of timing between the two main modules. The technical details of some of the modules is covered in

the upcoming section.

Figure 5.5.: Belt and straps for mounting the Vive trackers on body
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Figure 5.6.: Technical system overview
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5.2.2. Feedback modules

We now dive into the technicalities and implementation details of how CaregiVR was developed. To

keep the documentation content succinct, not all the minute details of the system implementation

are discussed. A comprehensive explanation of every module is part of the master’s project report.

However, to provide some understanding of the internal workings, we will only talk about the feedback

modules.

Concurrent feedback module

The main objectives of this module are:

� Track & store movement data

� Analyse the user movements according to the four risk-metrics [section 3.1.1]

These objectives are to be performed synchronously in real-time. In section 5.1, we already analysed

the HTC Vive trackers for its precision. However before moving forward with risk-metrics calculations,

trackers were also tested for their reliability in measuring angles. Furthermore, tracking the points of

interest from the learner’s body, Vive trackers are to be mounted. It was crucial to limit the number

of Vive trackers on the body so as to reduce the unnatural feeling. After looking into literature related

to human physiology, it was realized that the locations of the L5 lumbar spine vertebrae and pelvis are

very close to each other [Figure 5.7]. Also, it was come to attention that an another name for pelvic

bones is hip bones. This literature review helped us to reduce the number of Vive trackers required for

tracking the risk-metrics. To clarify, according to Muckell et al. (2017) the four risk metrics are tracked

as follows:

1. Base distance - The distance between the two feet.

2. Squat distance - The distance of pelvis from the �oor.

3. Spine bend - The angle of bend between the vertical axis and the line joining the L5-T8 vertebrae.

4. Spine twist - The angle between the line joining the shoulders and the line joining the hips.
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Figure 5.7.: Human skeletal structure showing the close proximity of L5 vertebra and pelvic bones

Now it can be clearly seen that the second, third, and fourth risk metrics have one tracking point in

common. In �gure 5.8, the tracker number 3 can provide data relevant for 3 risk-metrics. This was a

substantial improvement in design, as we reduced the redundancy and chances of interference amongst

the data points. The hip vector points are represented by dotted circles in the aforementioned image.

These points are extrapolated using the values from tracker number 3 during the calibration step.

Figure 5.8.: Updated position of the Vive trackers for risk metrics calculations

Since we have the data points - the basis of calculations, we can look into the algorithms related to

these risk metrics. The calculation for the �rst two risk-metrics are quite straight-forward. The base

distance (�rst risk metric) simply applies the distance function to the tracked gameobjects linked to

the feet of the user. GameObjects is a base class of Unity platform and all the entities inside Unity are
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of this type. From here on wards, you might encounter the word ’gameobject’ referring to as a type

element in VR. The implementation looks similar to the testing process we showed in the HTC Vive

technological analysis [Figure 5.2]. The second risk metric calculations are same as the �rst one. Instead

of the calculating the distance between two gameobjects, the distance of the tracked pelvis tracker is

calculated from the ground(x,0,z).

When it comes to the third and fourth risk metrics, calculations get a bit tricky. The third risk metric

is for the upright stance. According to the paper by Muckell et al. (2017) - "Upright stance metric is the
angle of the lower back (L5-T8 vertebrate) compared to a perfect upright position". The paper provides an

implementation explanation of how this angle calculation can be achieved. Figure 5.9 shows the process

of how to calculate the spine bend angle. Tracker number 3 and 4 in �gure 5.9 represent the location

of L5 vertebra and T8 vertebra of the user respectively. The line joining these two tracked points is

represented by ’a’ on the triangle. We need to extrapolate a third point in the upward direction(in

world coordinate space). The line joining the extrapolated point and tracked L5 vertebra is represented

by ’b’. On joining all these three points, we get a triangle. All the sides of this triangle can be calculated

using a simple distance formula. Furthermore, on applying the Law of Cosines on this triangle, we can

�nd the angle ’C’ which is the required value for spine bending.

Figure 5.9.: Visual explanation of the calculation related to the third risk metric (Upright stance)

For the fourth and the �nal risk metric, we need to calculate the degree of spine twist. Figure 5.10,

visually describes how the spine twist calculation algorithm works. In the aforementioned �gure, the

blue spheres represent the gameobjects linked to the shoulder trackers and the pink dotted spheres are

the tracked hip sensors which are extrapolated using the pelvis sensor location. The dotted line joining

the same colored pairs of spheres are the vectors joining them. On translating these vectors along the

Y-axis towards each other, there will come a point when they will overlap. During that instance, the

angle between these two vectors is calculated so as to get the amount of twist present in the spine of

the learner.
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Figure 5.10.: Visual explanation of how spine twist risk metric is calculated

Our system was now successfully tracking the risk metrics and checking the posture values for any

error. Next, we implemented an algorithm that answers "What would happen if an error in risk metrics
is detected?". Basically, we need a feedback delivery mechanism that can re�ect the erroneous state

in the output of the HMD. To realize our storyboard concept [Figure 4.14, we required an avatar with

varying meshes for each body part to be highlighted. Figure 5.11 shows the avatar highlights in user’s

�eld-of-view inside of the HMD. This type of element behaviour in mixed reality is known as tag-

along. A tag-along object attempts to stay in a range that allows the user to view it or interact with it

comfortably [50].

Figure 5.11.: Highlights in the avatar meshes depicting error related to each of the risk-metrics.

An important section of the concurrent feedback module is the movement recorder. This part of the

module lays the foundation that will allow the user to view a replay of their movements in 3D virtual

environment during the terminal feedback. Though movement playback is part of the terminal feedback
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delivery, all of the necessary information required for it is gathered during the virtual patient transfer

is being carried out. For the ease of understanding the concept, let us clarify some terminologies.

Figure 5.12 is a visual pseudo code explaining the logic of how things are implemented. An animation

curve is created for the gameobject. The transforms values of gameobject are added every time to a

new key-frame using a Update function. The key-frame structure stores the transform values and time

of the recording. These key-frames are held together on an animation curve chronologically according

to the time parameter. This process is repeated for each tracked gameobject. All the time synchronised

animation curves for di�erent gameobjects are stored together into an animation clip.

Figure 5.12.: Visual explanation of data storage for movement playback

This concludes one major module of our feedback system. In next part we will talk about the terminal

feedback module and its key features.

Terminal feedback module

The main objectives of this module are:

� Parse and Load the data received from the concurrent feedback module.

� Load and update the VR user interface elements.

� Provide relevant risk-metric information to user in regards to their recorded movement.

This module will help the user to re�ect on their patient transfer training. The implementation of this

module enables the user to experience the post-session in a quite unique way. The system leverages the
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advancements in mixed reality technologies. It allows the learner to revisit a training session in their

past by recreating the scene in virtual reality by the data we stored in the concurrent module. Let’s

take a detailed look into its various components.

An animation clip is generated at the end of each patient transfer training session. The animation clip

is parsed and loaded into the Inverse Kinematics(IK) avatar [Figure 5.13]. Inverse Kinematics is the

mathematical process of calculating the variable joint parameters that provides a desired con�gura-

tion (position and rotation) for each body part of the humanoid 3D character. The Vive tracker data

we collected from the learner’s body joints is loaded into the IK avatar schema. On con�guring the

parameters like position weight, rotation weight and many more, the avatar replicates the movements

very closely to how the learner performed those movements. The relative body part movements are

calculated mathematically since Unity supports IK avatars natively.

The animation control shows an overview regarding the four risk metrics errors on a training time-

line [Figure 5.14] . The four rows below the timeline indicate the four risk metrics. Any error at a

particular moment is highlighted on the individual rows with a red marker.

Figure 5.13.: Correctly con�gured inverse kinematics avatar for movement reproduction
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Figure 5.14.: User interface of the animation controller with error markers

This function spawns the error markers on the animation timeline
void SpawnMarkers(Hashtable) //Pseudo-code
{
For all the values in the hashtable
{
Get reference location on Y-axis
Calculate increment per second according to the length of animation
Instantiate an error marker prefab in the scene
Move the marker to the time of the error by calculating time*increment

}
}

Finally, the UI labels are generated and linked to relevant locations on the avatar’s body to show as-

sociation of information. Figure 5.15 provides the highlights of what the learner sees in the terminal

feedback. The cyan text and arrow markers in the �gure are added later for providing explanations.

For the purpose of explanation, the yellow and pink spherical gameobjects are shown. These gameob-

ject represent the Vive trackers placed on the learner’s body. During the actual demonstration these

gameobjects are hidden. The text on the UI tooltips always follows the gaze direction of the learner/user.

The user can play/pause the movements during this playback the user can walk around the virtual en-

vironment to analyse the errors from various perspectives. The UI tooltips colors are also highlighted

in red when the values enter the error range.
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Figure 5.15.: Elements user sees as a part of recording playback

Both of these feedback module together with other supporting elements complete the CaregiVR feed-

back system. The upcoming section brie�y extends this works integration process with an earlier

project by Daniel Schweitzer.

5.2.3. Task Integration

At the end of the modules integration process, the standalone feedback system was complete. The feed-

back system mentioned above ful�lls most of the main goals by having all the core features. However, to

make it whole, this system was integrated with a virtual patient transfer task. Multiple challenges were
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encountered as a part of this process. The most crucial one was the hierarchy of the existing patient

transfer system. As shown earlier in the �gure 5.12, the hierarchy of the gameobjects should remain

the same to have an accurate animation �le export for replaying. However, the ManusVR gloves depen-

dencies were causing trouble as it changed the hierarchy of the hand-held controllers at the start of the

application. This caused a problem while integrating the terminal feedback module to the pre-existing

task.

On exploring multiple solutions as a part of this exploration process, minute aspects of the recording

algorithm had to be modi�ed to �t the dynamically changing gameobject hierarchies. A comparison

logic was added to determine the �nal sequence of the various body parts under the parent object. This

resulted in a smoother integration process further.

Figure 5.16.: Integration of terminal feedback with the patient transfer task

Figure 5.16 shows a front view of the terminal feedback in the integrated system. There is a patient in

white clothes lying on the bed. The pink overlay is the next position in which the user should move

the patient. The dummy avatar conducting patient transfer is replaying the movements performed by

the user during a session. The user can walk around and observe the recording from various locations

in the virtual room. The user also can play or pause the movement recording using voice commands

’Play’ or ’Pause’, respectively. Thus we conclude our section for the implementation and integration of

the feedback system.
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5.3. Limitations

Although the system after integration is holistic and addressed this thesis’s goal, certain limitations still

exist. These limitations are due to technological constraints, limited availability of time and resources,

or a combination of both. Thus as a responsibility of this work, we try to address certain limitations of

this implementation.

The system that we have developed is limited in terms of scalability and �exibility. The detection of

risk-metrics is a complex task in itself. However, if more risk-metrics are to be added, this system will

not be able to scale because a maximum of 9 Vive trackers can be tracked at a time. Also, the trigger of

risk-metrics is based on comparison with the threshold values. This results in loss of precision as regular

movements(for example, walking, shifting,Etc.) are considered during error checking. This sometimes

results in false-positives in the error log. Hence the system is mostly suitable for a relatively stationary

patient-transfer tasks. Also, because of the base stations and Vive trackers involved, the system is not

portable and one cannot train in their own space(for example, at house). The system requires multiple

calibration steps and also requires the user to mount the Vive trackers on their body.

We tried to minimize the overloading e�ect of visual-audio feedback. Nevertheless, due to visual chan-

nel still being already engaged at various times of the training, it is hard to maintain a good balance

between the two. Ideally as part of master’s seminar research it was found out that haptic nudge at

relevant body locations would be non-intrusive and could ful�ll the system’s purpose. However, this

requirement was not realized as the technology in localized haptic feedback has not yet evolved. A

detailed reasoning is available as a part of the master’s project report.

The weight of the Vive trackers hinders the naturalness of the body movements for the user. Addi-

tionally, the weight of the HMD and trackers limit the training times because of the physical fatigue

encountered. Furthermore, the naturalness of the user’s movement is also a�ected because of the air

gestures happening as a part of the system interaction. This is because the user only sees a virtual pa-

tient and senses touch using haptic gloves in the real-world. However, the actual weight of the patient

is missing. This does not allow the user body to react to the patient’s weight as it would in the real

world.

This concludes the prototype implementation chapter and we move forward to the next discussion of

user study and its details.
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After implementing a prototype of the proposed system concept, a qualitative study was planned to be

conducted with actual nursing students from the nursing-care school in Konstanz. Although the study

was designed successfully, we were not able to conduct it due to the COVID lockdown restrictions.

However, a pilot study was successfully conducted with a student participant from the HCI department.

The feedback after the pilot study was used to improve study design. In the following section 6.1, we

look into the speci�c features that were added to the system for study purposes. Next, section 6.2

outlines the study design and describes an iteration in study design after a pilot study was conducted.

In section 6.3, we look at some proposed data analysis methods that could potentially be applied to our

study. The concluding section 6.4 discusses the limitations regarding the study design.

6.1. Feature additions

Although the implemented feedback system after integration was usable to address our thesis goal,

some aspects were improved to enhance the overall user experience. Additionally, some features were

added to digitize and store the user data for future analysis. Figure 6.1 highlights the two modules

(outlined in green) that were added additionally to facilitate a better study. Both of these new additions

are discussed further.

6.1.1. 3D avatar creator

As already shown in �gure 5.16, the integrated system shows a dummy inverse kinematics avatar in

the terminal feedback. This extreme disresemblance between the avatar and an actual human was

hampering the user experience(UX) of the movement playback. Especially because the avatar is a user’s

representation during the training session. To improve the UX of the CaregiVR, an avatar replication

module was created. The module was developed using the APIs exposed by the Avatar SDK [52]. With

the user’s privacy in mind, the module did not share any data with the cloud servers for computing.

All the data is locally computed and helps in the generation of the avatar. As the avatar was being

generated in real-time, it was essential to integrate the mechanics with our system. This is where

multiple challenges were faced. We look into those challenges and how they were resolved.
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Figure 6.1.: Feature additions in CaregiVR
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Figure 6.2.: Feature addition challenges overview

Challenges

A summary of the challenges and their solution can be viewed in �gure 6.2. The red text with bolt
icon represents the software limitations or constraints. A and B are the two methods that were tried

to integrate the 3D avatar reconstruction logic into CaregiVR. The idea is to click a sel�e picture of the

study participant, and the system generates a humanoid avatar that looks like the participant during

the terminal feedback. For this purpose, both methods used Avatar SDK [52] and Unity Multipurpose

Avatar(UMA) package.
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However, the default recommended method A felt short because of the performance issues. Although

the computer used for CaregiVR was powerful, the run-time avatar calculations were causing unaccept-

able lag. Next, we tried method B, where UMA’s new implementation allows us to export an Inverse

Kinematics(IK) humanoid avatar as a static asset. This solution seemed feasible as it reduced the run-

time calculations. Only study constraint being that the participant’s avatar had to be generated before

the study setting. Exporting the static avatar was tried using the newer version of UMA. However,

the exported avatar did not support Unity’s High-De�nition Rendering Pipeline(HDRP). This was an

issue because the patient transfer scenario built by Daniel Schweitzer heavily relied upon the HDRP

model.

Solution

After multiple failed approaches, the solution approach that worked is shown as a four-step process in

the �gure 6.2. A custom Unity shader was written, which was compatible with HDRP. Color pipelines

were corrected to translate exported avatar information to HDRP color space. Furthermore, the sel�e

image used by the Avatar SDK converts it into a texture map. On re-importing, these textures needed

to be re-mapped on the avatar mesh. Finally, the di�usion values needed to be set to deal with the

individual illumination of that avatar’s body parts.

Figure 6.3.: Face reconstruction of avatar using a sel�e image

Figure 6.3 shows how a user’s 2D sel�e image was transformed into a 3D avatar face. This face was then

adjusted on a humanoid body using theHead 2.0 algorithm of the Avatar SDK. The �gure 6.4 shows how

the overall similar-looking avatar to the user was generated for use in the terminal feedback session of

CaregiVR.

Furthermore, the avatar was calibrated according to the inverse kinematics script to replicate the

recorded movements appropriately. In �gure 6.5, a realistic user representation in avatar form can

be seen performing patient transfer movements. The �gure as mentioned above is divided into two

parts. The bottom part is a screenshot of the moment where the user’s spine twist and base distance

were erroneous while performing the virtual patient transfer. The respective UI labels are highlighted

in red to signify an error state. The blue UI labels indicate that the user �xed something that was previ-

ously erroneous. While the top part of the �gure also shows a populated training timeline behind with

errors highlighted on their respective rows.
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Figure 6.4.: T-pose replica of actual human in CaregiVR

Figure 6.5.: Terminal feedback with a realistic looking avatar
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6.1.2. Logging user data

After improving the user experience of the system for user study, it was necessary to add modules that

would allow the collection of data. This data could later then be parsed and used for analysis purposes.

A logging module was generated as a part of the feature addition process. This module allowed to log

data speci�c to each participant.

The following parameters are logged into the log.txt �le eight times for every second of the virtual

training session:

1. PID

Participant identi�cation used for recognizing associated �les.

2. Time in mm:ss format

Time elapsed since the training has started

3. Trackers transform information

XYZ translation and rotation positions of all the 8 trackers

4. Error code (0 for no error)

Error code Risk metrics associated

1 1 (base distance)

2 2 (squat distance)

3 3 (spine bend)

4 4 (spine twist)

5 1 & 2

6 1 & 3

7 1 & 4

8 2 & 3

9 2 & 4

10 3 & 4

11 1,2 & 3

12 1,2 & 4

13 1,3 & 4

14 2,3 & 4

15 1,2,3 & 4

Table 6.1.: Error codes and the corresponding risk metrics associated to them.

5. Voice command used by the user
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Could be one of the following commands: Ready, Done, Play, Pause.

6. Interaction detail

User interaction with virtual scene elements. The logging is done based on the user’s virtual hand

colliding with other relevant gameobjects. For example, patient’s di�erent body parts, control

panel buttons, buttons to adjust bed height, Etc.

7. Step of the patient transfer

The active step of the patient transfer for user training.

This concludes the section of feature addition for our study setting. We look into the study design

details in the upcoming section.

6.2. Study design

This section depicts the study design initially formed to conduct a participant study with the nursing-

care school in Konstanz. However, due to the COVID-19 lockdown restrictions, we were not able to

realize the study. E�orts were made to contact Konstanz’s nursing-care school administration, ensuring

that we can follow safety precautions and care. However, after a signi�cant delay in their response and

limited time to �nish this master’s thesis work, we only conduct a pilot study at the University of

Konstanz. The pilot study facilitated as a feedback point which further helped in the improvements in

the study design. So we structure this data and learnings in an easy-to-understand format. Some of the

upcoming sub-sections related to study design are divided into three stages. In the �rst stage, we talk

about the initial study design. Secondly, we brie�y look into the issues found after conducting the pilot

study. Finally, we look into the study design improvements for that particular sub-section.

The study is designed to be qualitative as there are no systems previously available that could be used

as a point of reference. Also, there are too many variables in the current system that could reduce

the signi�cance of the quantitative study setting. While a comparative study is possible in theory, it is

challenging to �nd nurses as more numbers. However, some quantitative data is collected as a part of

this study.

The user study is planned to be conducted in a controlled setting in a lab at the university or a nursing-

care school room. The details of the study setting and implications of the pilot study are discussed

ahead.

6.2.1. Research questions

As outlined in the introduction, the overall goal of this thesis was the following:
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To determine the e�ect(s) of providing concurrent and terminal feedback during self-directed

learning of patient transfers in virtual reality.

With this goal in mind, the CaregiVR system is developed by considering nurses as its end-user. Human-

Computer interaction concepts were applied to design a usable system and a system that provides a

decent user experience. We designed our study to address this initial goal. From our research goal, the

following questions arise:

� RQ1: Does a system like CaregiVR provide a high user experience by delivering feedback during

practical training?

� RQ2: Do nurses consider a system like CaregiVR to be supportive for self-directed training of

patient transfer movements?

Implications of the pilot study

After conducting the pilot study, we found that the data collected later during the interviews was not

holistically answering the thesis goal. Hence a third research question was added based on the feedback

and discussion with the thesis supervisor.

� RQ3: How helpful the feedback is to improve the understanding and application of ergonomic

patient transfer?

This research question also in�uenced the questions to be asked in the interview and questionnaires.

However, it would result in better data collection and �ndings in the future.

6.2.2. Participants

The participants were planned to be recruited from the nursing-care school in Konstanz. The target

participants were nurses who agreed to be contacted in the future as a part of the previously conducted

studies. We planned to enroll 12 nursing-care students to participate in the user study. All the partic-

ipants should have been studying at the nursing-care school. The minimum requirement for student

enrollment was they were at least in their second year of nursing studies. They should also have ac-

quired practical knowledge from the basic Kinaesthetics course as a part of their curriculum. These

requirements were not in�uenced after the pilot study.

6.2.3. Apparatus

The user study is to be conducted in controlled environment within a room with at least of 4 meters

by 4 meters of free space. The room should be equipped with 4 HTC Vive base stations mounted on

a height of 6.5 feet or more. Two tables for keeping the sensors and chargers and two chairs for the
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participant and the study coordinator. A Valve Index HMD with 8 HTC Vive trackers was necessary,

along with the Manus VR haptic gloves. Mounting straps as shown in the �gure 5.5 of section 5.2.1.

Minimum requirements of the computer to run the CaregiVR system are Intel i7-6700K CPU, 32.0 GB

RAM, Nvidia GTX 1080 dedicated GPU, 64-bit Windows operating system, an additional PCIe USB 3.0

card (with eight unique USB slots), and a WiFi dongle for verifying Avatar SDK license over an internet

connection. Also, two video recording cameras - one standard and one wide-angled are required to

record participant’s movement and conversation data in the real-world. Due to COVID-19 rules, ad-

ditional hygiene equipment is mandatory: disinfectant cloth wipes, disinfectant spray/gel, disposable

masks for the internals of the VR headset, FFP-2 face masks, and rubber gloves to wear beneath the

ManusVR haptic gloves.

Implications of the pilot study

During the pilot study, the disposable masks beneath the VR headset were slipping and causing hin-

drances in the study process. Hence, the HCI department ordered a VR headset sterilizer called as

CleanBox [53].

Figure 6.6.: Two states of CleanBox for sterilizing the VR headset

Figure 6.6 shows the product CleanBox in its two states. The VR headset is mounted inside the Clean-

Box, and the button is pressed. It takes 60 seconds to disinfect any equipment kept inside the CleanBox.

The left image shows equipment under sterilization, and the right one shows the equipment that is now

safe to use after 60 seconds. This addition to apparatus highly reduced the risks involved due to hy-

giene.

Additionally, it was observed that the Vive trackers mounted on the shoulder of the participant kept

slipping o� during the training task. This was a signi�cant concern as it hampered the user’s experience
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and led to the logging of false data values. This led to the exploration of a better alternative to mounting

the Vive trackers on the shoulders.

Figure 6.7.: Iteration of shoulder tracker mounting mechanism

Figure 6.7 provides a visual for the issue mentioned earlier. The �gure’s left part shows a Vive tracker

on the user’s shoulder-mounted using a belt strap. The belt strap is wrapped around the user’s upper

arm. This strap was getting loosened up during the virtual patient transfer was being conducted. The

solution on the right side of the �gure shows a user wearing a jacket made of a material that sticks to

touch fastener(Velcro) surfaces. It resolved the issue with the sensors’ dislocation and allowed us to

properly mount the sensors at the exact location on the shoulders.

Overall, we added two new apparatus to our study setting, �rst is the CleanBox for sterilizing the

equipment, and the second is the Velcro jacket.
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6.2.4. Procedure

Figure 6.8.: Key steps of the study procedure
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The average study duration is estimated to be around 60 minutes. Figure 6.8 shows key steps of the

study procedure. A detailed procedure sheet was created as part of the study design attached at the end

of this thesis.

Welcome: Initially, the participant is welcomed and ask to use a disinfectant gel to sanitize his/her hands.

He/she consents to the gathering of the data in various formats for future analysis and research. Two

copies of the consent forms are signed; one is documented with the research coordinator, and another

is given to the participant. Participant ID(PID) is allotted, and from this moment, all the documents will

have the same participant ID. Basic study descriptions are part of the welcome sheet.

Gather basic information and start recording: Video recording is started, and the participant is asked to

�ll the demographics questionnaire.

Start system and provide task information: CaregiVR system is initiated, and the participant is provided

with written task information of what he/she will see and expects to do.

Sensors mounting and calibration: Participant is asked to wear the full-sleeved jacket and helped with

the mounting of the Vive trackers. Next, we ask the participant to stand in T-pose to calibrate the

inverse kinematics avatar in the VR environment. This stage also allows us to extrapolate the two hip

locations with the help of the lower-back sensor.

Familiarization phase: Participant is given some time to walk around and get used to the VR envi-

ronment. All the written instructions from the task information sheet earlier are repeated as a walk-

through to the participant. This familiarization is provided verbally by the study coordinator.

Task initiation: Once familiar and comfortable with the CaregiVR’s virtual surroundings, the task is

initiated. Participant follows the instructions. The task completion has three end states - (i) The par-

ticipant runs over the maximum time limit of 12 minutes, (ii) The participant successfully completes

the �ve steps of the task at least one time, (iii) The participant gives up and voluntarily asks to end the

task.

Terminal feedback phase: Upon completion of the task, the terminal feedback is started, and the par-

ticipant can observe his/her movements from various perspectives. The endpoint here is when the

participant informs the study coordinator that he/she is done with re�ecting on his/her errors.

Switch-o� and dismounting: The system is switched o�, and the participant is helped with the dismount-

ing of the gear. The participant is provided with a �ve-minute break to get comfortable before moving

on to the next step.

Post questionnaire and interview: Two questionnaires are asked to be �lled related to their experience

with the CaregiVR system. A semi-structured interview is conducted to gain some insights related to

our research questions. There is an opportunity provided for open comments to the participant.
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Closing: The study session is ended with some �nal comments from the participant and recording their

interest in participating in any future research studies. All the equipment is properly sterilized, and

recordings from both the cameras are transferred to a personal computer.

Implications of the pilot study

The changes in the apparatus have already in�uenced some of the procedure steps. In addition, there

were some concerns that were pointed out during the pilot study. The pilot study participant mentioned

that the consent form should include text related to close bodily-contact with the participant. This is

because while helping with the mounting and dismounting of the equipment, the coordinator had to

come closer to the participant, making them uncomfortable. Also, an option Diverse was added to the

question of gender in the demographics questionnaire. As per German law, a person could recognize

themselves apart from the conventional categories of Male or Female. All these recommendations were

considered and re�ected in the �nal iteration of the study documents at the end of this thesis.

6.2.5. Measurement techniques

To investigate the research questions, it is necessary to introduce relevant measurement techniques to

the study design. As previously mentioned, most of the study design is qualitative. Standard techniques

for collecting qualitative data are interviews and questionnaires [54]. To help triangulate the research

data, the following methods are used/recommended for the purpose of this investigation.

Questionnaires

In total, three questionnaires were used to gather information related to the research questions. Fol-

lowing are the details of those questionnaires.

Demographics questionnaire: It is used to gain general information of the participant such as age and

gender. It is also used to gain information about physical restrictions they might have in their body

movement. Furthermore, it also helps us to know immediately about any visual impairments that the

participant might have. Additionally, it helps us gauge their experience with smartphones, virtual

reality, and more.

User experience questionnaire(UEQ): This questionnaire helps us to capture the participant’s experience

with our system [55]. The questionnaire is based on a 7-point scale and consists of 26 questions. We

utilize the non-modi�ed standard version of the questionnaire for our study purposes.

System evaluation questionnaire(SEQ): In addition to the UEQ, a system evaluation questionnaire is also

part of the study setting. The SEQ is a custom questionnaire with 5-point semantic di�erential scales,

consisting of the following eight questions.

1. How helpful was the concurrent feedback provided while performing the patient transfer move-

ments?
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2. How helpful was the terminal feedback provided as a recording after performing the patient

transfer?

3. To what extent is the feedback provided by the CaregiVR system comparable to an actual expert?

4. Could the CaregiVR system help you to improve the inaccuracies in your movements in daily

work?

5. To what extent would you consider an integration of CaregiVR system in conventional practical

training methods as desirable?

6. To what extent did the CaregiVR system support you with self-directed training of patient trans-

fers?

7. To what extent did the feedback mechanisms help you overall to correctly understand the er-

gonomics associated with properly transferring a patient?

8. To what extent did the CaregiVR system help you to increase your understanding of transferring

patients ergonomically?

We will detail the relation of these questions to corresponding research questions in the next section.

Semi-structured interview

A post-semi-structured interview is introduced to complement the aforementioned questionnaires. It

helps us to understand or �nd any discrepancies in the participant’s answers. This is because sometimes

written questionnaires are broader or have broader explanations. It will also help us to gain insights

into the overall UX that CaregiVR delivers. Furthermore, it allows us to comprehend the extent to which

such a system supports self-directed training and helps develop an overall understanding of ergonomic

patient transfers.

Video recording of transfer task

Two video cameras are used to capture the movements of the participant while performing the patient

transfer task. One camera captures a diagonal side view of the participant, while another captures the

participant’s top-down view. Additionally, a screen recording software is used to record the partici-

pant’s perspective in VR.

Data logs

All the values of the interactions and movements in virtual reality are recording by the system. These

values are saved as a text �le on the local storage. Previously in section 6.1.2, we already discussed all

the details which are a part of this log �le.
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6.3. Proposed data analysis

As we could not conduct the user study for multiple reasons, we brie�y discuss some methods and

procedures that could be used for the proposed study design. This study design facilitates the collection

of both qualitative and quantitative data. The following analysis approaches can be used for each type

of data.

6.3.1. �alitative data

Usually, it is not easy to deduce understandings from the qualitative data instantly. Therefore, Virginia

Braun and Victoria Clarke, Authors and qualitative researchers in psychology, have introduced a pro-

cedure [56]. This procedure is called thematic analysis to identify patterns of themes in the interview

data. The following steps could be followed to identify themes within the qualitative data.

1. Familiarize yourself with your data.

2. Assign preliminary codes to your data in order to describe the content.

3. Search for patterns or themes in your codes across the di�erent interviews.

4. Review themes.

5. De�ne and name themes.

6. Produce your report.

Another type of qualitative data that we need to account for is the video recordings. We can code videos

and generate critical points with software like BORIS [57]. This video coding would allow us to extract

task times, false-positives for errors, technical di�culties, and participant’s interaction with the virtual

elements.

Additionally, a professional Kinaesthetics expert can be asked to analyze the videos subjectively. The

expert can be asked questions related to the frequency of feedback provided. Also, he/she can provide

insights into where the thresholding nature of the risk-metrics algorithm would be falling short. This

will also help us to gain system improvement insights from a professional’s perspective, as they usually

provide feedback during training sessions.

6.3.2. �antitative data

All the questionnaires, along with the log data, would provide us with quantitative data. The themes

generated as a part of the qualitative process would provide us with a foundation of underlying cate-
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gories of data. Extracting data from questionnaires would be straight-forward as it is on a scale. The

di�erential scales can be quanti�ed by providing numbers to the choices. Since UEQ uses a 7-point

scale, the numerical values will be ranging from -3 (most negative value) to +3 (most positive value).

At the same time, the 5-point scale in the system evaluation questionnaire can be quanti�ed on a scale

of 1 (most negative value) to 5 (most positive value). We can generate a mean score of both and compare

it to the answers generate as part of the interviews. This will help us generate �ndings related to our

research questions.

Figure 6.9.: System evaluation questionnaire and its relation to corresponding research questions

Figure 6.9 shows the association of research questions to the questions from the system evaluation

questionnaire. It would help to segregate data and relevant �ndings to speci�c parts of this thesis’ goal.

Furthermore, the log �le data will provide us with an understanding of which interactions were most
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used by the participants. Also, it would help us to narrow down common points of di�culties in the

particular task.

6.4. Limitations

Actual user �ndings were not possible without conducting an actual study. However, during the pilot

study, the participant faced some issues while interacting with the virtual patient. Most of the feedback

received was related to the inability to interact with the virtual patient appropriately. The participant

also mentioned getting disturbed because of the audio instructions being received as a part of the task.

The patient interaction issue signi�cantly impacted the participant’s experience with the system to

such an extent that the participant was not able to grasp the concurrent feedback details.

From the perspective of the goal of this system, the study is limited in terms of time. It is not easy to

analyze such a feedback system’s long-term e�ects, such as retention, understanding, and learnings.

Also, it is limited by the number of participants. However, getting more nursing-care students for user

study is a di�cult task. This is because of their limited availability and also currently due to the COVID-

19 restrictions. Future research could look into the integration of CaregiVR in a real-world setting to

analyze its long-term e�ects. This would also allow more nursing-care professionals to experience the

system.

Additionally, the user study focuses on gaining subjective experience data from the nursing-care stu-

dents. However, future work could investigate speci�c �ndings with more objective measures to con-

�rm the aforementioned long-term e�ects.

The current study is limited to four risk-metrics from the literature and relies on a thresholding mech-

anism to report errors. Moreover, the system only addresses one patient transfer task for training.

Additional research would be required to collect ergonomic data related to di�erent kinds of patient

transfer tasks. Future research could extend this system by including more ergonomics metrics and

providing errors based on the movement’s context.

Furthermore, the study only explores the e�ects of visual-audio feedback modalities in the context

of ergonomic patient transfer. With improvements in technologies, future research could focus on

including haptics as an additional feedback modality.

Finally, the current study focuses mainly on virtual reality in terms of technology. With advancements

in other mixed reality technologies like augmented reality, a more integrated feedback system in a day-

to-day setting can be realized. Future work could look into investigating the e�ects of providing in-situ

feedback during real-world patient transfers.

71



7. Implications for future work

The implication of this inform the design of future systems that aims at providing feedback for self-

directed training of ergonomic patient transfers and future research in these disciplines. We discuss in

this chapter how the CaregiVR system could be extended in future. Section 7.1 discuss potential ideas

for the redesigning the system implementation. While ideas for future study designs are proposed in

section 7.2.

7.1. Design of the system

This section explores ideas of how the CaregiVR system can be improved by extending its functionalities

using expertise in various �elds.

7.1.1. Extension of machine learning

As a prototype in its earlier iterations, CaregiVR uses threshold-based error detection logic. This makes

it pretty hard to detect the category of risk behavior. For example, when you try to adjust your po-

sition during a patient-transfer and try to step further, the system would detect it as an error of base

distance. To resolve this issue, a system like CaregiVR could be extended by applying machine learning

algorithms to understand the movement data. Caramiaux et al. discuss three approaches of how adap-

tive models could be used to support motor learning [58]. Such extensions with machine learning(ML)

would also require parallel research to collect data about various bodily movements during patient

transfers. One of the paper’s challenges is the labeling of data for the experts would be a complex

task.

On the other hand, such additions to motor learning would improve the detection of behaviors and

allow detection of risk-metrics that are not threshold-based.

Machine learning extensions are not only limited to detecting risky movements. ML algorithms can

also facilitate various patient pro�les from partially-dependent to fully-dependent. This will allow the

user to feel the di�erence in applying similar Kinaesthetic concepts in di�ering situations. In such

cases, feedback delivered to the user can be more comprehensive as the virtual patient could react to

certain incorrect behaviours by the user.
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7.1.2. Extension of haptics

Figure 7.1.: Providing resistance using electrical

muscle stimulation

A commonly cited bene�t of vibrotactile feed-

back is that it is useful when other modalities,

such as hearing and vision, are under cognitive

load (e.g., [59]). Also, vibrotactile feedback has

been shown to induce faster reaction times in the

learners than the exact instructions given ver-

bally. System developed for complex tasks such

as playing the violin [60], has shown to be ef-

fective in delivering silent hints to the learner.

Thus future implementations can leverage the

idea of delivering concurrent feedback using hap-

tic nudge to the user. This idea was also concep-

tualized during the �rst iteration of our story-

board A. A wish for on-body feedback was also

reported as a �nding of previous researches in

nursing-care [33].

One of the signi�cant limitations while training

in virtual reality is the lack of physical resistance.

Haptics gloves are only enough to provide an e�ect of touch to the user. However, when it comes to

complex tasks like patient-transfers, haptics stimulation feels inadequate. Figure 7.1 shows an imple-

mentation by Lopes et al. [61] that explores the possibility of providing realistic weight and resistance

to the user using electrical muscle stimulation.

Vibrotactile feedback mechanisms have been explored in several di�erent contexts, including collision

avoidance in virtual reality games [62], navigation systems for pedestrians [63] and rehabilitation exer-

cises for stroke patients [64]. Future works can take these researches as a basis and extend the realism

factor of the patient-transfer movements. This would also result in proper body reactions to various

resistances in the virtual environment.

7.1.3. Increasing system portability

One of the limitations of the current system that future work can address is the portability factor. As the

CaregiVR system aims at self-directed training, there should be a possibility to use it at one’s comfort

instantly. However, the current hardware choice makes it infeasible.

Other mixed reality(MR) hardware like Oculus or Hololens can be considered for implementation. This

would require additional means of tracking mechanisms to be interfaced with the MR headsets. It is a

complex implementation strategy that has remained unexplored for a long-time. Future works could

also look into using data from two IR cameras and stitching it to make a portable solution. This approach

was already explored while conducting hardware analysis as a part of the master’s project. There is
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potential in this approach. However, it was not considered further because of the time constraints for

this thesis’ work.

7.2. Study design

The recently mentioned future work implementations in the preceding section already add some ques-

tions that the CaregiVR system extension will need to address. Also, as a part of section 6.4, limitations

in the current study setting were mentioned. This leaves an opportunity for future study designs to

extend.

A study should investigate the overall experience that a virtual patient transfer delivers. This is because

any feedback implementation heavily relies upon the accuracy of the task in the virtual setting. This

could provide us with comparable insights as to the extent to which di�erent elements of CaregiVR

a�ect user experience.

Furthermore, another study setting exploring the long-term e�ects of self-directed training by receiving

feedback would be attractive. This would allow us to understand how does muscle memory retention

is a�ected in the long-term. Additionally, this study could be extended by comparing its results to the

existing means of training at the nursing schools. After few months, an expert should be called to

analyze the understanding and concept application improvements in the two groups.

Finally, the current study design is mostly qualitative. However, with improvements in virtual motor

learning systems, a quantitative study setting should also be explored. This study setting is mostly

dependent on improvements in data collection and a realistic patient transfer task in virtual reality.

The study can focus on gaining accurate results related to one’s movement. An extension of machine

learning implementation would be suitable for such a study setting. This is because ML approaches

would potentially lead to less inaccuracies in sensor data. Also, such implementations could reduce

in�uence of changing variables on the �ndings if study data.
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8. Conclusion

This thesis presented CaregiVR, a virtual reality system that provides concurrent and terminal feedback

for self-directed training of ergonomic patient transfer. The goal of the system aims at addressing

the issue of self-directed training with quintessential feedback. Relevant theories were introduced to

provide foundational knowledge of the underlying concepts. The work touched the domains of virtual

reality, Kinaesthetics, and information visualization, amongst many others. Relevant works from the

�eld of nursing care helped to gain an understanding of the underlying requirements. Previous research

in motor learning facilitated as a base for the understanding application of the various requirements.

A novel sketching template was generated as a part of the design thinking phase, which helped to

clearly de�ne ideas in the earlier stages of the design lifecycle. On exploring various routes of the user

journey, a key path was chosen to be implemented further. Finally, a complete prototype was developed

to realize the concept.

Though the design user study was not conducted, this work contributes in many other ways. A foun-

dational study design forms the basis for future research. To our knowledge, CaregiVR is the only

prototype system that combines real-time and terminal feedback to facilitate the self-directed train-

ing of patient transfers in virtual reality. There are technical limitations of CaregiVR that need to be

addressed. However, future works in this area can address them appropriately with improvements in

technology. Furthermore, CaregiVR’s feedback module can be quickly taken forward and adapted to

another task in virtual reality.

Moreover, this work taps into the potential of reconstructing 3D movements in virtual reality. This

standalone module paves the way for experimenting with di�erent ideas in the Spatio-temporal space.

The applications of facial reconstruction and self-representation could be taken further by future re-

searchers in collaborative space.

Finally, self-directed training is still a big problem space to solve. The solution lies in developing new

feedback methodologies with improving hardware. There is a need for such systems, mainly when

practical training can get easily a�ected due to unforeseen circumstances like COVID-19. This thesis

scratches the surface by narrowing the scope of the problem space. However, the work can be taken

further into other domains where movement learning is crucial. With its limitations, CaregiVR is not

a perfect system by itself, but it is a step in the right direction.
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A. First iteration of the storyboard

Figure A.1.: Storyboard introduction frame

Figure A.2.: Storyboard - User wears the HMD and the system is initiated

xiii



A. First iteration of the storyboard

Figure A.3.: Storyboard - User observes a virtual patient transfer recording

Figure A.4.: Storyboard - User starts to perform the guided patient transfer.
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A. First iteration of the storyboard

Figure A.5.: Storyboard - User gets noti�ed about the error in his posture

Figure A.6.: Storyboard - User �xes the erroneous posture and completes the movement.
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A. First iteration of the storyboard

Figure A.7.: Storyboard - User analyses his movements recordings and re�ects on his learnings

Figure A.8.: Storyboard - Satis�ed and more con�dent user

xvi



B. Study documents

B.1. Welcome sheet

xvii



B. Study documents

B.2. Detailed study procedure
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B. Study documents
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B. Study documents
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B. Study documents

B.3. Consent form
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B. Study documents
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B. Study documents

B.4. Demographics questionnaire
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B. Study documents

B.5. Task information sheet
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B. Study documents

B.6. User experience questionnaire
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B. Study documents
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B. Study documents

B.7. System evaluation questionnaire
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C. Content of flash drive

The attached �ash drive contains:

1. Digital version of the thesis

2. Documents of the user study

3. Digital version of the project report

xxx


	Abstract
	Contents
	List of Figures
	List of Tables
	Introduction
	Motivation
	Goal
	Outline

	Theoretical background
	Virtual reality for training
	Kinaesthetics
	Types of feedback
	Visualization - Some general guidelines

	Related work analysis
	Overview of related works
	In-depth analysis of related works
	Conclusion

	Concept design
	Design thinking
	Design exploration
	Conclusion

	CaregiVR - Implementation
	Hardware requirements and comparison of existing technologies
	The feedback system
	Limitations

	User Study
	Feature additions
	Study design
	Proposed data analysis
	Limitations

	Implications for future work
	Design of the system
	Study design

	Conclusion
	References
	Appendix
	First iteration of the storyboard
	Study documents
	Welcome sheet
	Detailed study procedure
	Consent form
	Demographics questionnaire
	Task information sheet
	User experience questionnaire
	System evaluation questionnaire

	Content of flash drive

